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controlled oscillator are discussed at considerable depth, and the available
experimental characterizations of these units are documented. As a prelude
to circuit design discussions, the theories of bandwidth estimation, RF power
flow, stability, and interstage coupling are rigorously developed and explained.
These theories form the foundation upon which the circuit design methodology
is structured.
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OBJECTIVE

Use oxide-aligned transistor (OAT) fabrication technology to develop circuit techniques
and building block circuits which satisfy the system requirements for communication networks
operating at signal frequencies through L-band.

RESULTS

1. The GPS I and GPS IA test chips have been'fully characterized. Their performance has
been found to be poor due to low RF amplifier gain and the presence of spurious frequencies
within the code tracking loop. The RF amplifier gain is low due to inappropriate inter-
stage matching incurred as a result of ostensibly uncontrollable on-chip inductor parasitics.
Code tracking loop oscillations are present in most GPSIA chips due to an improperly
stabilized operational amplifier.

2. RFCS-I is undergoing test and evaluation. Preliminary results portend excellent RF and
IF amplifier performance which closely tracks with analytical predictions documented
at the conclusion of the circuit design phase.

RECOMMENDATIONS

1. Complete the characterization of RFCS- I.

2. Based upon experience gained through development of RFCS-l, design, fabricate and
test a Costas Loop demodulator using the completed RFCS-l.

3. Evaluate the feasibility of stand-alone RFCS-l building blocks using the operational
amplifier and analog multiplier circuits as test vehicles.
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1.0 INTRODUCTION

In September of 1977, TRW DSSG undertook a three-year program to
use oxide aligned transistor (OAT) fabrication technology to develop
circuit techniques and building block circuits appropriate to the satis-

faction of system requirements for communication networks operating at
signal frequencies through L-band. The program, sponsored by the Naval
Electronic Systems Command and directed by the Naval Ocean Systems

Center, under Navy Contract N000123-77-C-1045, is configured in terms

of six distinct tasks.

The object of Task 1 is to develor analog circuit design method-

ologies which efficiently exploit OAT monolithic processes. In Task 2,

a GPS receiver system interface study is performed, and a complete GPS
*! receiver is configured. This system configuration exploits the RF

building block circuits developed and fabricated as an implicit part
of Task 3. In Task 4, a GPS receiver chip is actually fabricated, and
in Task 5, additional RF building block circuits are developed and

fabricated. These additional circuits include an RF amplifier, three
types of voltage-controlled oscillators, an RF switch, an IF amplifier,

a four-quadrant analog multiplier, and a high speed operational ampli-
fier. The final phase of the program, Task 6, addresses the design of
a Costas demodulator, explores a variety of advanced circuit concepts,

and demonstrates the plausibility of utilizing OAT RFLSI methodology in

the realization of stand alone building block circuits that can be used
in a broad variety of electronic system applications. The final task

also examines the suitability of OAT RFLSI to military communication

applications.

From September 1977 through August 1978, contractual efforts
centered largely around Tasks 1, 2, 3 and 4 and accordingly, the cognate
results of these efforts are reported in the first Yearly Interim Report,

which was filed with the Navy in October 1978. From September 1978

through August 1979, the testing aspects of Task 4, as well as both the
design and partial testing of circuits implicit in Task 5 received major

1-1



attention. Additionally, the Microelectronics Center (MEC) of TRW DSSG

spent a limited amount of time exploring a few advanced circuit design

concepts and examining circuit candidates suitable for implementation

as stand-alone building block configurations. This report concentrates

on only the latter of the foregoing tasks; that is, it deals with con-

tractual efforts expended in the time frame September 1978 through

August 1979.

t
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'II

2.0 THE YEAR IN REVIEW

The engineering research and development work performed during

A the second year of contract performance can be codified into four dis-

tinct work packages. These are (1) circuit design theory, (2) circuit

development, (3) testing, and (4) building block fabrication.

Section (3.0) of this report addresses the first area of work,

circuit design theory. The concept of a dominant pole response is

exploited to develop circuit bandwidth estimation techniques that can

be straightforwardly utilized in the course of a network design exer-

cise. Although neither the pole dominance concept nor the analytical

technique pertaining to bandwidth estimation is new to circuit theory,

the application of the concept to the problem of ascertaining device

quality in an RFLSI environment constitutes a pathfinding endeavor.

Additional original research in circuit design theory can be

claimed with respect to optimizing the performance of amplifier inter-

staging through use of an inductively peaked active load. The optimized

design criteria accounts for finite bandwidth in the driver stage, as

well as finite poles in the driving point characteristic of the driven

stage.

Section (3.0) also includes a discussion of two-port network

theory, a- applied to the task of developing and implementing prudent

RFLSI design methodology. To this end, the indirect use of measured

scattering parameters to design and analyze generalized RFLSI configura-

tions receives considerable attention.

Section (4.0) explicates the new circuits developed over the

past year. Included in the list is a negative resistance gain cell,

which is suitable for use in applications which require extremely high

gain over a moderately broad passband, a number of active current sources

that are capable of sustaining high driving point magnitude of impedance

over wide frequency ranges, a differential-to-single-ended converter

that utilizes only npn devices, and a Darlington configured level

2-1



shifter capable of realizing very low output impedance through L-band

frequencies. The section concludes with a reexamination of the thermal

stability problem in a voltage reference circuit proposed in an earlier

phase of contract work.

Section (5.0) pertains to the design and fabrication of RFCS-1,

which is a set of six (6) electronic building blocks focused upon as

an implicit part of Task 5. RFLSI design philosophy is adequately

exemplified through documentation of the design methodology for three

of the six fabricated circuits.

The second year of contract efforts might very well be remembered

subsequently as the year in which massive strides were taken to mature

the genuinely challenging discipline of analog high frequency testing.

In Section (6.0), test results pertinent to the original GPS chip and

the reprocessed GPS chip (known as the GPSIA) are reported.

Section (7.0) concludes the report by summarizing work performed

at this juncture, delineating status, and offering thoughts on future

work commensurate with maturation of RFLSI technology. To the latter

end, the feasibility of network gyration as a tool for monolithic reali-

zation of inductance characteristics is postulated.
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3.0 CIRCUIT DESIGN THEORY

3.1 Bandwidth Estimation [1]

A pressing concern of engineers confronted with the task of

designing wideband linear amplifiers is the ability to calculate the

bandwidth that can be realistically expected of a proposed circuit

design before the design proposal is committed to monolithic fabrica-

tion. In general, there is no compelling need to predict bandwidth

precisely; rather, estimation of a realistic lower or upper limit of

physically realizable bandwidth is more germane to pragmatic circuit

design issues. To this end, a number of reasonable approximations can

be exploited.

First, it is normally desired that the transfer function of a

wideband amplifier display lowpass response characteristics at all sig-

nal frequencies in the passband of interest and up to an immediate

neighborhood of the upper half power frequency. A sufficient, but not

necessary, set of conditions commensurate with this desire is that the

circuit poles be real and that the circuit zeros, if any, have magni-

tudes that greatly exceed the magnitude of the lowest frequency pole.

For reasons of stability, all circuit poles must lie in the open left

half of the complex frequency plane, but zeros may lie in either left

or right half planes. Second, it is assumed that adjacent real poles

are widely separated in the complex frequency (or s-) plane. This

assumption is not a prerequisite to bandwidth estimation abilities,

but when coupled with the third and final assumption, it substantially

facilitates all cognate computations. The third assumption is that
capacitors are the only elements capable of energy storage in the

considered or proposed design. This constraint precludes application

of the forthcoming estimation theory to inductively coupled networks

or to networks whose response in the frequencies of interest are signi-

ficantly influenced by parasitic Inductances in series with designable

branch elements.
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3.1.1 Time Moments

In accordance with the above discussion, the transfer function,

say A(s), of a given circuit proposal reads

A
A(s) = (1 + s/s1)(1 + s/s (1 + s/sN)  (3-1)

where s is the complex frequency variable, the N poles of the circuit

are located in the s-plane at s = -s-, s = 2 s = -sN, where

each of the sk are real numbers, and A is the low frequency or "DC"
circuit gain. An expansion of the denominator on the right-hand side

of (3-1) produces the equivalent form,

A(s) = A , (3-2)
1 + b1s + b2s

2 + • + bNs N

where all bk are positive real numbers.

If (3-1) is taken as representative of a broad class of lowpass

linear active networks, the first network time moment is defined to be

N
T1 = (3-3)

k=l

The second time moment, T2 , is gleaned from the expression

N

2 E Sk 2(3-4)

k=l

and in general, the mth time moment derives implicitly from
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Tmm = Skm (3-5)

k=l

From (3-1) and (3-2), it is immediately clear that

b = T1  (3-6)

and

b 1 (3-7)

all k<j

The last expression is equivalent to

b 2 (3-8)

and by virtue of (3-3) and (3-4),

= 2 (T1
2 

- T2
2 ). (3-9)

Since a stable system implies b2 (and all other bk) in (3-2) are posi-

tive, (3-9) suggests that T1 > T2. In similar fashion, it can be shown

that

b ET33 + T1(Tl 2 - 3T 2
2 )] (3-10)b3 3

and in general, bk is always expressible in terms of the first k time
moments.

3-3
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The time moment concept is a convenient vehicle for the formula-

tion of three analytical methods of bandwidth estimation in a lowpass

system. More correctly, the analytical techniques developed herein are

applicable to problems involving the computation of the upper 3-dB

cutoff frequency which, in a wideband lowpass system, is nominally

equivalent to system bandwidth, say B.

The first of the aforementioned techniques evolves if a consid-

eration is made of the special case of widely separated amplifier poles;

that is,

s1 << s2 << S 3 (3-11)

If the lowpass system defined by (3-1) satisfies (3-11), (3-5) verifies
that all m-time moments for the considered system are virtually identi-
cal and more specifically,

T T2 T3 R . . . TM  L (3-12)
2 3 s1

But if T1  T2 , b2 in (3-9) vanishes, T1  2 s- T3 renders approximately

zero value for b3 in (3-10), and by inductive reasoning, (3-12) is seen

to imply bks 0 for k- 2, 3, 4, . .. N. Thus, the transfer function

of a lowpass structure possessed of only widely separated poles reduces

to the simplified form,

A
A(s) 0 (3-13)

I +bls

It is apparent that the 3-dB bandwidth, say Bw, of such a structure is

Bw = (3-14)
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or equivalently,

Bw (3-15)
e bt i

Equation (3-15) is a quantitative statement of the obvious fact that
the bandwidth of a Iowpass system having widely scattered poles is

essentially the frequency of the pole nearest the s-plane origin. A

considerably more interesting feature of (3-15) is that it implicitly

possesses circuits-oriented practicality. In particular, first time

moment T1 can be obtained directly, often by trivial computation, from

the linearized amplifier model. Before proceeding with the development
of this notion, it is wise to offer a somewhat philosophical discussion

of the shortcomings inherent in (3-15).

The most important point to be made in regard to the preceding

is that the bandwidth of a lowpass amplifier approximates the inverse

of the amplifier first time moment if and only if the high frequency
poles are widely separated in the s-plane. It is especially appropriate
to recall this assertion in a forthcoming discussion which puts forth a

computational algorithm for TI that is valid for any amplifier, regard-
less of the nature of its pole conglomeration. Since it is generally
impossible to predetermine the geometric pole pattern of a given ampli-

fier, the aforementioned algorithm, being insensitive to pole pattern,

is a convenient analytical tool. But (3-15) is a function of pole

density and thus blind employment of the result in question can con-

ceivably lead to intolerable errors.

As a means of dramatizing the foregoing assertion, consider an

amplifier containing an Nth order real pole at s = -so. Such a config-

uration, which Is certainly in blatant violation of the wide separation

constraint, is characterized by the transfer function,

JA'(s)I = IA'° ) (3-16)(0 + S/So)0

3-5
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The true bandwidth, say B, is implicitly defined by the relationship,

' IAI(jB) I jA° (3-17)

21/2

and it follows straightforwardly that for the system of (3-16),
e = So[21/N 1]/2

B s2 1/N - 1/2(3-18)
0

A considerably different bandwidth result materializes if (3-15)

is invoked. Recalling that the first time moment is the sum of the

inverse of pole frequencies, Tl for the problem under consideration is

N/so, whence

B so (3-19)
w  : N

Figure (3.1) portrays a superposition of the plots, B/s and Bw/s versus
0 W/o

N, together with a graphical delineation of the error incurred through

use of (3-19). Note, for example, that the analyst who is blissfully

aware that the five poles of his network are identical suffers about a

fifty percent error by employing the T -method for bandwidth estimation.

It must be remembered that the error plot of figure (3.1) is

applicable only to the highly specialized case of an amplifier charac-

terized by an Nth real order pole. In practice, it is unrealistic to

presume that a given lowpass amplifier contains a large number of iden-

tical poles and hence, it can be conjectured that the error resulting

from employment of (3-15) is appreciably less than that which is por-

trayed graphically. Nevertheless, the theoretical possibility of

grossly erroneous results, coupled with inability to predetermine the

nature of pole conglomeration, Justifies the need to explore other band-

width estimation measures which either circumvent or neutralize this

computational uncertainty.
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Figure (3.1). Normalized True and Estimated Bandwidths, Along With
the Error of the Estimated Bandwidth for an Amplifier
Possessing an Nth Order Pole at s - -s o '
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Returning to (3-1), it is possible to write

LnlAOI-- -Ln(l + s/s - Ln(l + s/s2)  Ln(l + S/SN). (3-20)

4 If for all k, IS/Ski is less than unity, an assumption which implies
.i that the immediately ensuing considerations are applicable for only

those signal frequencies which do not exceed the smallest of the high

frequency pole frequencies, each natural logarithm on the right-hand

side of (3-20) can be expanded into a MacLaurin series in s. After

appropriate algebraic manipulation, this series is found to be

I-ILAs 2 1 li-22Ln1 s2 + . N 22 sNY)

1 (sT+- + ..- + l- s3 + -" (3-21)3 3s23T 3-)

and by virtue of (3-5),

LniA(S)L = T s + 2(T 2s)2 " (T3s)3 + . (3-22)

For steady state sinusoidal considerations, (3-22) becomes

LnA(J) = 1 (.T)2 + 1 (wT4 + + + T 3. = L o 2 4 4 . . [_T3 . .]

(3-23)

Since signal frequency is necessarily restricted in accordance with the

constraint, IS/Sk1 < 1, it is reasonable to adopt an analytical procedure

which obviates terms in w involving powers in excess of two. Hence,

Ln -w (wT2 )
2 

-jwT (3-24)
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Clearly,

A(j0) 2 EXP[-!(.T2)2- jwT1 ]  (3-25)

and concomitantly,

21 )2(3-26)
IA(jw)I _- IA 0le- (wT2)(-6

(w -wT, (3-27)

where *(w) symbolizes the phase response of the considered system.

Equation (3-26) constitutes a mathematical definition of the

so-called "Gaussian response" approximation to the frequency function

of a lowpass configuration. In more explicit terms, for frequencies

not exceeding the smallest pole frequency, the transfer function magni-

tude of any lowpass structure obeying (3-1) can be approximated by
(3-26), provided the approximation necessary to arrive at (3-24) is

satisfied. Additionally, a "Gaussian" system is seen to possess linear

phase lag or equivalently, constant envelope delay.

The Gaussian approximation is certainly valid for signal frequen-

cies whi,) approach the considered system bandwidth B, since for a

lowpass system whose zeros are at infinity, 8 is always smaller than

the smallest critical frequency. Accordingly, the well-behaved function

on the right-hand side of (3-26) is a useful pedagogical tool for
bandwidth estimation. Employment of the concept underlying (3-17)

readily yields

B = (Ln2)1/2 = 0.833 (3-28)
9 T 32  T2
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where subscript "g" connotes a result predicated on the Gaussian

approximation.

It is conceivable that (3-15) and (3-28) can deliver markedly

different bandwidth estimates. This situation, although seemingly

unfortunate, is to be expected, since each result is predicated on

distinctly different operating circumstances. For example, Bw approx-

imates the true 3-dB bandwidth if and only if all system time moments

are approximately equal. On the other hand, (3-28) is spawned by

(3-24) which, in turn, is a valid truncation of (3-23) if all time

moments above the second are essentially zero. Obviously, the require-

ment, Tk' 0 for k = 3, 4, ... m precludes a sparse pole population

and moreover, it tends to imply a dense pole conglomeration. Semi-

quantitative support for the last assertion is available through a

reconsideration of the transfer function in (3-16) for which T2
2 = N/S 2

whence

B = (0.833 s  (3-29)

For the special case of N = 1 (which satisfies the wide separation

doctrine), (3-29) delivers a bandwidth estimate that is about 17%

lower that the true bandwidth computed from (3-18). For N = 2, this

error attenuates to 8%, while N > 4 produces inconsequentially small

errors.

Rigorous support for the negligible error claim is available if

one condescends to a consideration of the MacLaurin series expansion

for Ln(l + x):

Ln1 x) x X2 + -1 X3 x4 + " (3-30)
2 3 4

For

-l << x << 1, (3-31)
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(3-30) reduces to the approximate form,

Ln(l + x) x. (3-32)

Now, if

x 21/N-1 (3-33)

and N is large enough to validate (3-31), (3-32) yields

] 21/

Ln(l + x) = Ln(2 1/N) = ±Ln2 9 2  - 1. (3-34)
N

Combining (3-18) and (3-34),

B =SFLn /2 = (0.33)So (335)

which agrees precisely with (3-29). It is thus apparent that (3-28) is

an acceptable bandwidth estimation tool for the case of compacted poles.

The utility of this tool is enhanced further by the fact that like T1

T2 can be discerned directly from the amplifier equivalent circuit,

without a priori knowledge of pole locations.

The foregoing discloses two distinct bandwidth estimation methods.

The first method delivers accurate results if the system poles are widely

separated, while the second technique is especially applicable to low-

pass structures possessing a dense pole conglomeration. However, at

least one serious shortcoming permeates both of these analytical

measures: namely, it is impossible to ascertain a priori which of

the two methods is most acceptable for a given amplifier since rarely,

if ever, is explicit information given in regard to amplifier pole

conglomeration. In problems where considerable uncertainty in the

nature of pole population is justified, the "lumped pole approximation"

proves most satisfactory.
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The lumped pole method of frequency response estimation is pre-
dicated on supplanting the actual circuit transfer function, (3-1), by

a transfer relationship having but a single pth-order pole; that is,

A(s) in (3-1) is replaced by

AS = A (3-36)
01 + S/S p p

In (3-36), A0 is the true low frequency value of lowpass amplifier gain,

while p and sp are determined in such a way as to make the first two

time moments, Tlp and T2p, of the lumped model equal respectively to

the first two time moments, T1 and T2, of the actual system. By model-

ing the actual N-pole transfer function by one whose parameters are

functionally dependent on both T1 and T2, the hope intimated by the

present theory is the possibility of developing a bandwidth estimate

that is insensitive to pole conglomeration.

For (3-36),

T (3-37)

and

Tp2 (3-38)
5p2  *

Equating Tlp and T2p to Tl and T2, respectively, the preceding two

expressions are seen to require

= Tl
Sp T2, (3-39)

3-T2
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.

and

(T) (3-40)

Implementation of (3-39) and (3-40) insures that the promulgated lumped

pole model possesses first and second time moments that are identical to

those of the given lowpass structure. Of particular significance is the

fact that since T1 and T are obtainable directly from the equivalent

circuit of the considered system, the computation of sp and p does not

rely on a priori knowledge of critical frequencies.

The expression for bandwidth, say B, associated with the lumped

pole model is obtainable by setting

A JA 01 (3-41)
1p 21/2

It is a trivial matter to show that

Bp = Sp (21/P - 1)1/2, (3-42)

or equivalently,

Bp = (21/p - 1)1/2. (3-43)TI

Either of the preceding two expressions generate remarkably accurate
bandwidth estimates for lowpass structures, independent of the nature

of system pole population. In support of this contention, consider

the ensuing theoretical discourse.
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Reconsider the system defined by (3-1) for the special case of

widely separated poles. Then from (3-12), T1 f T2, and by (3-40),

p f 1. Resultantly, (3-43) yields

B o 1)/(2 2 -W/ 1p T1 T

which is identical to the estimated bandwidth delineated in the form of

(3-15). If, on the other hand, the system poles are compacted, one may

conclude TI Z N/sI and T22 _ N/s12 , whence p s N. Accordingly, (3-43)

renders

4 1

B p (21/N - 1)1/2 = s1( 21/N _ 1)1/2

p T11

which is in precise agreement with (3-18), the expression for the band-

width of a lowpass configuration possessed of an Nth-order pole. It

appears that Bp, the lumped pole approximation to lowpass system band-

width, constitutes an acceptable bandwidth estimate, regardless of the

extent of pole separation.

3.1.2 Calculation of First Time Moment

The bandwidth estimation measures developed in the preceding

section of material rely heavily on the availability of numerical

values for the first and second system time moments. In turn, these

moments are functions of critical frequencies which are rarely known

explicitly and moreover, they are virtually impossible to obtain

conveniently. Accordingly, it is of considerable interest to investi-

gate pragmatic circuit techniques for the enumeration of T and T2.

Actually, only T1 is considered herewith in deference to two fundamental

facts. First, the degree of algebraic complexity associated with

computation of T2 is at least an order of a magnitude larger than the

complexities inherent in evaluating T1. Second, the T2-method of

bandwidth estimation rarely yields results having accuracies that

3-14
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exceed those produced by the T1 method since the frequency response of

most wideband configurations is inherently more aligned to a dominant

pole pattern, rather than a Gaussian pole conglomeration. Thus, T2 is

a useful figure of merit only when it is utilized to generate a lumped

pole estimate of circuit bandwidth. Although the accuracy of the latter

bandwidth estimation method cannot be denied, the design-oriented

utility of lumped pole methodology is unfortunately extremely marginal.

Consider an amplifier having N independently connected capacitors,

indicative of existence of an N x 1 state vector. In the interest of

analytical expediency, the ensuing discourse is developed in terms of

the third order system of figure (3.2), which displays V, V2 , V3 as

state variables and Ils, 12s, I3s as independent externally applied

forcing functions. Within the linear active network, there can appear

only conductances and independent or controlled voltage and current

sources. To avoid possible confusion, let it be understood that

current sources 'ls' 12s' and I3s are included merely in the interest

of analytical expediency; they may or may not be present in the given

system.

Since there are neither susceptive nor reactive elements within
the linear active network diagrammed in figure (3.2), the admittance

matrix relating each of the three currents, T' '2 and 13' to capaci-

tance terminal voltages, VV. V2 and V3, is composed of purely conductive

elements. This is to say that

1 ] [l g12 g13] V1

12 = g21 g22 g23  v2  ,13 [g31 g32 g33J V3

where the gij are real numbers. Inspection of the figure in question

shows that

Ijs I i + sC Vi V(J 1, 2, 3), (3-45)
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Figure (3.2). A Linear Active System Containing Only Three
Storage Elements.
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and through use of (3-44), it follows that

1ls [g11 + sCl 912  913  1 I
I2 2  2  + sC2  923 ] (3-46)

in more compact form;

T V. (3-47)

The f-matrix defined by (3-46) and (3-47) is, of course, a short-

circuit admittance matrix for the system of figure (3.2). From elementary

linear system theory [2], the expression obtained by equating the deter-

minant of V, say Ay(s), to zero comprises the network characteristic
equation. Of utmost importance is the observation that if the poly-
nomial in s, Ay(s), is rendered nomic through term-by-term division by
the constant, Ay(O), the relationship which evolves is the N = 3 version

of the denominator appearing on the right-hand side of (3-2):

Ay(S)

Ay(0) 1 + b1s + b2s
2 + b3s

3. (3-48)

Moreover, comparison of the square matrices in (3-44) and (3-46) verifies

that Ay(O), being the s - 0 value of Ay(s), is identically the deter-

minant, say Ag, of the (3 x 3) conductance matrix, gij. Thus, (3-48)

may be written as

Ay(S) = Ag(l + b1s + b2s
2 + b3s

3 ). (3-49)

The constants b1 , b2 and b3  in (3-49) may be expressed in terms

of the giJ and Cj through direct expansion of the determinant for the

(3 x 3) T-matrix appearing in (3-46). For example, the coefficient of
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the s3 term in this expansion is C1C2C3 and thus,

b3ag - ClC 2C3 . (3-50)

Similarly, it turns out that

b2fAg = gllC 2C3 + g22C1C3 + g33C1C2  (3-51)

and

blAg = GllC 1 + G22C2 + G33C3, (3-52)

where in general, Gij symbolizes the cofactor of gij in the g-matrix of

(3-44). Utilization of (3-6) leads to the intermediate conclusion,

T G - C 2  + (33 C (3-53)
Ag Ag

Equation (3-53) relates system first time moment to circuit

parameters. Conventional two-port network theory allows straightforward,

though admittedly cumbersome, computation of the short-circuit conduc-

tance parameters giJ, whereupon numerical values for A and the Gi.

follow immediately. Fortunately, the algebraic tedium inherent in this

computational approach can be abrogated in favor of an efficient circuits-

oriented technique if a number of pertinent observations are exploited.

First, note that if C1, C2 and C3 are removed (set equal to zero), from

the circuit undergoing study, the V-matrix of (3-46) reduces to the

g-matrix of (3-44) and in general, Ijs = I. for all cognate j. Then

from (3-44),

V = -'T - ADJW Ts  (3-54)
U. g
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I
where ADJ(g) connotes the adjolnt matrix of gij" In more explicit

terms, (3-54) implies

3

v - GiiIs (j - 1, 2, 3). (3-55)

It must be remembered that the result in question is applicable for

voltage calculation if and only if all capacitors are removed.

In (3-55), the rules of dimensional consistency mandate that

Gii/Ag be a resistance quantity. In particular, a little thought

serves to promulgate the defining argument,

kkj

that is, resistance ri is the ratio of ith voltage to jth current in

figure (3.2), under the condition that all currents except the jth be

set equal to zero. As such, rij is an open circuit ("open," meaning

all capacitors are removed) resistance entity realized when all inde-

pendent sources of energy are made to vanish. The stipulation of all,

as opposed to merely the Iks, independent sources removed is very much

in concert with the Thevenin definition of resistance.

The consideration of the special case, i j, is particularly

interesting since rjj = Gjj/Ag boasts a form identical to the capacitor

coefficients appearing on the right-hand side of (3-53). Moreover,

G.. V
r.. = -- 0 (3-57)

-- A 1 .ls Iks
k j
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represents the zero-capacitance value of resistance seen looking into

the terminal pair across which C. is to be connected. It is therefore

meaningful to rewrite (3-53) as

3

T = jj, (3-58)
J=l

where

= r..C. (3-59)

is the open circuit (in the sense that all capacitors are open-circuited)

time constant associated with capacitor C.

It is intuitively clear that for an Nth order system, N terms are

summed on the right-hand side of (3-58). Accordingly and because of
(3-15),

Bw 1 (3-60)

j=l 
JJ

Equation (3-60) is the mathematical definition of the so-called "open

circuit time constant method" of bandwidth estimation.

3.1.3 Common Emitter/Common Base Cascode

An excellent demonstration of the utility of (3-60) is afforded

by investigating the bandwidth enhancement which accures when a common

base cascode stage is utilized to couple a resistive load to a simple

feedback amplifier. To this end, consider a simple current feedback

configuration whose AC schematic diagram is displayed in figure (3.3a).

Figure (3.3b) offers the small-signal hybrid-pi model, wherein all

parameters have their usual interpretations [3].
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Figure (3.3). (a) AC Schematic Diagram of Simple Current Feedback
Amplifier.

(b) Small-Signal Hybrid-Pi Model.
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It is easily shown that the low frequency voltage gain is

V(J 0)0 h feRL (3-61)Ao  V Vi(-) W = + R s + r B + Ofhf + 1)R E

g B fe

where

h' gm/gB  (3-62)

h'fe 1 + go(RL + RE) (3-62)

Assuming a dominant pole response, the frequency response derives from

V0(J ) 0
A(jw) () ' 1 + jT 1  (3-63)

with T representing the circuit first time moment. Equation (3-63) is

valid through the neighborhood of the 3-dB bandwidth, B, given approxi-

mately by

z (hz) (3-64)

Parameter T is the sum of the open circuit time constants

attributed respectively to CE and CTC. Figure (3.4a) is the circuit

pertinent to computing the open circuit time constant due to CE, while

figure (3.4b) is the circuit for CTC calculations. Thus,

T = rllCE + r22CTC (3-65)

where, from figure (3.4a),
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V1 Rs I rB + REI(RL+ 1g0 ) (3-66)

1+ + g0 (RL + RE)

while by figure (3.4b),

V I (R gB fe + 1 1+ g(R1 + REr22  1 2 (Rs + rB) I + gBRs + rB + (h' fe + ])RE ]

h (R +°0RE 
1

1 + gRE h'fe 1 Rs + rB) + +go(RL + RE)T
RL I + go(RL + RE) B+ Rs + r + (h'fe + I)RE

(3-67)

If g is small,

h'fe gm/gB hfe' (3-68)

R + rB + RE

1 + gB(Rs + rB ) + (g m + g8)RE ' (3-69)

(Rs + rB)[1 + (gm + gB)RE]

22 1 + gO(Rs + r) + (gm + gB)RE

+ R + (gm + gB)(Rs + rB + RE) (3-70)
L 1 + gB(Rs + rB) + (gm + gB)RE

Because of (3-65), it is clear that large RL, hence large gain, is

detrimental to bandwidth, owing to the direct dependence of r22 on a

multiplicative factor of RL. Note further that the effect of RE is
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to increase bandwidth, at the expense of gain, through reduction of

r11.

By interposing a common base stage between the load and the

emitter degenerated first stage of amplification, the last term in

(3-70) is significantly reduced since in effect, RL becomes the inher-

ently low input resistance of a common base amplifier. The situation

is depicted in figure (3.5a), with the equivalent circuit offered as
figure (3.5b). Note that g0 is ignored, as per (3-68) through (3-70).

To be sure, additional terms are now added to the first time moment,

as calculated below.

The low frequency voltage gain of the network in question can be

shown to be

____- hfe h feRtL

1AOB v iiw) W=0 hfe + 1 1 B + Rs + r B + (hi e + 1) RE

(3-71)

where in general,

S AOB (3-72)
AB(Jw) Vi(JW) 1 + jwT 18

In (3-72), TIB is the first time moment produced by the four network

capacitors apparent in figure (3.5b). In particular,

TIB = r11BCEl + r22BCTcl + r33BCE 2 + r44BCTC2

= (rllB + r33B)CE + (r22B + r44B)CTC, (3-73)

assuming that each device is biased similarly to produce nominally

equivalent corresponding capacitor values. In (3-71),
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I. Figure (3.5). (a) Commnon Emitter-Commnon Base Cascode With Current
Feedback in First Stage.

(b) Simplified Small-Signal Model.
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hfe =gm/gB,  (3-74)

which is identical to h'fe in (3-62) with the proviso that go = 0.

Moreover, observe that to the extent that hfe >> 1, AOB in (3-71) and

A in (3-61) are virtually identical.

It can be shown that the open circuit resistance facing capacitor

CEl is

rlB rll, (3-75)

as defined by (3-69), while the open circuit resistance facing capacitor

CTO 1 is

(R + rB)11 + (gm+gB)RE]
r22B - 1 + gB(Rs + rB) + (gm + 9B)RE

S1+ (gm + gB)(Rs + rB + RE)
+ RLE 1 + gB(Rs + r,) + (gm + gB)RE (3-76)

In (3-76), RLE represents the net DC input resistance of the common base

stage and is given by

R 1 + gBrB (377)
RLE gm + gB

Note that if RL in (3-70) is supplanted by RLE, r22 and r22B are
identical.

Since the output resistance, ROE, of the current feedback unit

is infinitely large at low frequencies, the open circuit resistance

facing CE2 is
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(13-78)

r338  gm + g8

Similarly, r44 , the resistance parameter pertinent to CTC2, is

r44B = R + r.. (3-79)
448

Equations (3-75), (3-76), (3-78), and (3-79) may now be inserted
into (3-73) to ascertain the first time moment, and resultantly the

estimated bandwidth of the cascode configuration. It is illuminating
to accomplish this algebraic manipulation in a manner which unambiguously
compares the cascoded time moment to the time moment of the original,
uncompensated circuit of figure (3.3a). If (gm + gB) is taken to be
large and, of course, if g0 is presumed to be negligibly small, one

can show that

T T + rB -E ( R + r  C (3-80)
1B I1  B RE(RS B) I TC1

where T1 is the first time moment of the uncompensated configuration.
This result clearly demonstrates that the cascoded bandwidth, which is
inversely proportional to TIB, is larger than the original bandwidth,
which is inversely related to T,, provided

R L rB (3-81)

RE r8 + Rs

Since RL/RE is approximately the magnitude of voltage gain in the

original circuit, especially if gm itself is large, it seems reasonable
to suspect straightforward satisfaction of (3-81).
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3.1.4 Model Reduction

In addition to expediting design-oriented calculations at the

circuit level, time moment theory can also be used to reduce complicated

small-signal device models to topologies that allow for tractable manual

analyses. The small-signal equivalent circuit for OAT devices is indeed

analytically troublesome, owing to the apparent need to model base region

dynamics by a two-lump RC section. However, methodical application of

the first time moment concept allows for straightforward reduction of

an OAT model to the traditional, and more manageable, hybrid-pi structure.

The small-signal model pertinent to the analysis and design of

OAT RF circuits is given in figure (3.6). Intrinsic base resistance

rB2, base-emitter junction diffusion resistance R pi, base-emitter junc-

tion diffusion capacitance Cpi, collector-base junction depletion

capacitance C , forward transconductance gm, and output Early resistance

R are automatically incorporated by SPICE-2 program architecture during

the course of a linearized small-signal computer-aided analysis [4].

Likewise, series emitter resistance re, collector resistance rc1, and

a voltage-invariant substrate capacitance, Ccs, are also included in

conventional SPICE-2 small-signal topology. Branch element parameters

CBC, rBl, rC2, and a voltage-variant substrate capacitance evolve in a

SPICE-2 circuit simulation only if the appropriate OAT macromodel [5]

is utilized. Needless to say, the substrate terminal is in electrical

contact with the circuit node across which the most negative circuit

potential is sustained.

Two fundamental analytical problems prevail with the considered

circuit model. First, the model is sufficiently complicated to preclude

a reasonably accurate and efficient manual analysis of anticipated

device performance in a given circuit application. Manual circuit

investigations are more readily accomplished if one can assume that

CBC , Ccs, rCl, rC2 , and re are all equal to zero which, in effect,

collapses the indicated model to the simple hybrid-pi structure found
in the elementary electronics literature. Unfortunately, such a
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simplified analytical tact precipitates unacceptably optimistic per-

formance estimates.

A second problem arises from the fact that the appended branch

element parameters, rBl, CBC and rC2, in the OAT macromodel obscure the

mathematical definition of transistor gain-bandwidth product, fT' and

small-signal low frequency current gain, B 0. Indeed, SPICE-2 inherently

ignores the effects that appended macromodel elements exert on both fT

and ao . There is even some doubt that the numerical values of fT and

0 printed as outputs in a small-signal SPICE-2 exercise properly

incorporate the performance degradations incurred by presumably second

order dynamical effects in the base, collector, and base-collector

overlap branch. The upshot of the matter is that a parameter determi-

nation procedure founded in part on matching printed values of "T and

00 to measured values of these respective parameters can lead to

unrealistic model parameters.

The first step in the model reduction process is to absorb re

into the topology embedded among nodes B', C', and E'. It can be shown

that with

FE = 1 + (9m + RpijjR ) re (3-82)

and for radial signal frequencies which conform to the constraint,

. FE
<< F (3-83)

r eCpi

the model offered in figure (3.7) is a valid representation of small-

signal transistor performance. Resistive source and load terminations,

Rs and RL, are introduced for subsequent convenience, and it is assumed

that the emitter lies at the lowest circuit potential. If the latter

assumption is not valid, the substrate capacitance branch must be
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connected between the junction of rCl-rC2 and the appropriate node.

Furthermore,

R pe F FERpi
Roe 0 FER° (3-84)

Cpe = Cpi/F E

gme = gm/FE

It must be understood that Rpi, Ro , Cpi and g are SPICE-2 printouts,

while Rpe, Roe, Cpe and gme are artifacts which allow for convenient

consideration of series emitter resistance re. Moreover, C includes

both transition and diffusion components of net base-emitter junction

capacitance. Finally, observe that the effective pi parameters reduce
to their counterpart SPICE-2 printouts in the limit as re approaches

zero.

The order of complexity of the resultant network model is obviously

four. The four pole frequencies are likely to be real for resistive

source and load terminations, and the magnitude of the zeros produced
by CBC and C Pare invariably large in comparison to the dominant poles.

The latter assertion derives from the reasonable presumption that for-

ward signal transmission is far more significant than reverse signal

transport from collector-to-base. Within the context of the foregoing

stipulations and the additional assumption that the circuit exudes a

dominant pole response, the 3-dB bandwidth is

BB1 (3-85)27r Tjo

j=l

where Tjo is the time constant associated with capacitor C. under the

condition that all other capacitors are open-circuited.
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In figure (3.7),

I r C + r C + + (3-86)
2183dB pe pe U 1 rBCBC cs cs,

where rpe is the resistance facing Cpe with C, CBC' and Ccs open-

circuited. The other resistance parameters in (3-86) are analogously

defined. Equation (3-86) can be rewritten as

2 lrB z rpe Cpe + rCm(Rs,RL) (3-87)2 3dB  Pep

with

Cm(RsR) C + ( rC CB + ( rc)Ccs (3-88)

denoting an effective junction capacitance that is functionally

dependent on source and load resistances. These two results suggest

that insofar as the estimation of feed-forward response characteristics

is concerned, the model depicted in figure (3.8) is precisely identical

to that of figure (3.7). It is to be emphasized that the two models

are identical only in the sense that both predict identical low fre-

quency gains and resistances and additionally, both networks predict

the same approximate 3-dB bandwidth of the forward gain characteristic.

Letting

A R pe(Rs + rl)
s Rpe + Rs + rBl + r(3-89)
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and

RL  Roe (rc] + rC2 + RL), (3-90)

it can be shown that

BC RL me (1L + rB2 pes (3-91)

RL + (I + gmRL')r

rpe = Rpe (rB1 + rB2 + Rs), (3-92)

and finally,

cs (rc + Roe)(rc2 + RL) (3-93)

r RLI + (1 + gme ')rpe

Note that for rB2 << Rpe and rB2 << Rs, Rs'I rpe and rBC/rU reduces to

unity, as expected. Moreover, note that the contribution to bandwidth

deterioration due to substrate capacity is negligible since for large

effective transconductance, rcs /r in (3-93) is small.

The advantage of the model displayed in figure (3.8) is that it

enables the computation of voltage gain and current gain by inspection.

Moreover, the classical expressions for device gain-bandwidth product

and device unity power gain frequency can be utilized directly, provided

that the time constants associated with Cpe and CM(Rs,RL) are judiciously

calculated.

For example, the low frequency voltage gain, AVO, of the circuit

in figure (3.8) is
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AVO = 9= ()

Roe R
(gR L  Roe + rc L Rpe + rB+Rs

and using (3-84),

( E FR R)(EP RL R)(-4
AVO = -(gmRpi) FER + r + R+ rB + (3-94)

Likewise, the low frequency current gain, AIO, is

AIO -= S = (iVe)~sR
gR0.

gmRp i  (3-95)

(+ rB + FER~i) (I + rc R L'
Rs FERO /

For the case of Rs + and RL = 0, A10 becomes the short circuit common

emitter current gain,

h gmRpi (3-96)feo -1 + rc/FERo

The gain-bandwidth product figure of merit, fT' is expressible as

f gme gm (3-97)
fT 27[Cpe + Cm(.,O)J =  2Tr[Cpi + FECm(®,O)]
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where Cm(®,O) is the value of Cm(Rs,RL) pertinent to a current source

signal drive and short circuited load. Thus, in (3-89) through (3-93),

the values of Rs' and RL' used in calculating C m(-,O) are

R = rpe = Rpe = FERpi (3-98)

and

RL = Roe rc = FERo rc" (3-99)

The power gain that a bipolar transistor is capable of supplying

is within 3-dB of the true maximum power gain when the load is conjugately

matched to the short circuit output admittance, Yoe' of the device [6].

It is, of course, tacitly assumed that the transistor is unconditionally

stable for such a load condition. Using the model of figure (3.8), it
can be shown that the frequency fMAX' where the indicated power gain
degrades to unity, is

fMAX = 2 4rB(Cpi + FE(3-00)

where Cm is the value of Cm computed under the conditions, Rs = 0 and

l/RL = Re(Yoe). A crude, but nominally adequate approximation of

Re(Yoe) at high frequencies is

R (Y (3-101e oe rcl (3-101)

and accordingly in (3-100),

C'm = Cm(O,rc). (3-102)
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In order to exemplify the foregoing theory, consider a three-stage

differential amplifier, for which the SPICE-2 small-signal parameters

at a collector current of 2 MA and a collector-emitter voltage of 4.9

volts are outputted as

gm = 69.2 mmhos,

Rpi = 872 ohms,

Ro  = 9.53 K-ohms,

Cpi = 2.08 pF (includes transition component),

C = 0.0173 pF.

Additionally,

re = 1ohm,

rCl = 60 ohms,

rC2 = 34 ohms,

rBl = 16 ohms,

rB2 = 80 ohms,

CBC = 0.38 pF,

CCS= 0.4 pF.

The gain-bandwidth product, fT' is to be computed and accordingly,

Rs = and RL = O.

From (3-82) and (3-84),

FE = 1.070,

Rpe = 933 ohms,

Roe = 10.201 K-ohms,
Cpe = 1.943 pF,

gme = 64.646 mmhos.
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Using (3-96),

hfeo = 59.791,

which compares favorably with the SPICE-2 printout of 60.345. With

Rs and R= 0, (3-89) through (3-93) deliver

Rs'= R pe = 933 ohms,

R = 93.142 ohms,

rpe = R pe= 933 ohms,

rBC = 1.012,
r l

r = (5.098)(10-3).
r

Then by (3-88) and (3-97),

C m(c-,O) = 0.404 pF

and

fT= 4.38 GHz.

The SPICE-2 printout, which does not consider the macro elements, is

f= 5.70 GHz.

In order to compute fMAX' one sets R=0 and R L =rc =94 ohms.

Then

=s 14.508 ohms,

R 'l = 184.60 ohms,

r pe = 87.048 ohms,

r B C = ( 2 5 0 ) 1 - ,r
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r
_cs= (96.475)(10-3),r

and

C m(O,rc ) = 0.1642 pF = C'M .

From (3-100),

fMAX =3.51 GHz,

which is presumably the highest frequency at which greater than unity

power gain is achievable for the stipulated bias conditions.

3.2 Two-Port Power Flow Model

It is difficult to debate the assertion that the most satisfying

electronic circuit design methodology is one which revolves around active

device models whose topology and parameters derive directly from mono-

lithic fabrication characteristics and the fundamental physics underlying

device performance. Unfortunately, the state of the modeling art has

not yet matured to a level that allows formulation of an explicit and

general relationship between circuit performance and process character-

istics. Additionally, the physics of transistor action implicit in

OAT technology is sufficiently complicated to preclude delineation of

a satisfying physical model that is useful over a broad variety of

operational environments.

In deference to the foregoing situation, the transistor models

used in the circuit design cycle of RFLSI are largely predicated on

measured electrical terminal characteristics. In particular, the

scattering parameters are generally measured at numerous frequencies

for a variety of bias conditions. It is possible to convert these

scattering parameters into conventional two port parameters, such as

the short circuit admittance parameters, and from this converted para-

meter set, a useful small signal circuit model of the device presumably
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evolves. If the highest frequency at which scattering parameters are
measured is nominally ten percent of the device short circuit gain
bandwidth product, fT" the model in question can be cast in the topo-

logical form of figure (3.6). This state of affairs is very much

desirable since the branch elements of this model bear an explicit

dependence on transistor large signal parameters, which in turn are

at least implicitly related to process characteristics and physical

considerations.

At higher frequencies, the distributed dynamics associated with

active base and collector regions of OAT devices preclude a hybrid pi

representation of small-signal transistor behavior. The alternative
is a traditional two port equivalent circuit, as shown in figure (3.9).
The Yij in this model are extracted from measured scattering parameters,

while Ys and YL respectively denote general source and load terminations

at transistor input and output ports. Despite the fact that the Yij

are nonphysical entities that are sensitive to both bias and signal

frequency perturbations, the model is useful in both IF and RF design

applications.

3.2.1 Power Flow Representation

Because the model in figure (3.9) is linear, it is permissible

to take advantage of the computational simplifications that accrue from

the normalization,

V1  1 + jo. (3-103)

-
'  From figure (3.9), voltage V2 is seen as being proportional to Y and

inversely dependent on the admittance function, (Y22 + YL
). Since

Y21, Y22, and YL are in general complex admittances, V2 is likely to
be a complex voltage. It is convenient to express the invariably com-

plex nature of V2 in the form,
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Figure (3.9). Two-Port Model of OAT Transistor.
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V2  2Re(Y22) (L + jM). (3-104)

Observe that this definition is structured such that (L,M) = (1,0) is

placed in one-to-one correspondence with a load conjugately matched to

short-circuit output admittance, Y22. This assertion derives from the

fact that with V1 =1, V2 = -Y21/2Re(Y22) if and only if Y L 
= Y22"

An inspection of figure (3.9) shows that the input admittance

is given by

1in = I = Yll 2Re(Y22) (L + jM) (3-105)

4,
or

inY (W) [g11  - 2bM)J + j I[bI b+ aM (3-106)

In (3-106),

A

Y = a + jb (3-107)

Y = gl + jbll (3-108)

A
Y22 = g22 + jb22 " (3-109)

It follows that the power delivered to the network input port is

P - aL - bM (3-110)
Pi(L 'M) = YVi2ReEYin (jw)] 2922
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A number of noteworthy points can now be brought to light.

First, when plotted in the L-M plane, Pi(L,M) is itself a plane whose

gradient is largely determined by the admittance product, Y12Y21.
This is to say that the inclination of the Pi(L,M) surface with respect

to the M-axis is directly proportional to Im(Y12Y21), while the slope

of P1 (L,M) with respect to L is directly related to Re(Y12Y21 ). Thus,

in a so-called unilateralized amplifier, which has Y = 0, the Pi(L,M)

plane is parallel to the L-M plane, and as verified by (3-110), the

unilateralized Pi(L,M) surface is elevated above the L-M plane by an

amount equal to Re(Yl). Figure (3.10) portrays the general nature of

input power as a function of L and M.

For Y12* 0, the foregoing discussion suggests the existence of

values of L and M for which Pi(L,M), and hence, ReY in(jw)], is negative.

From (3-110), Pi(L,M) 0 if

- (a.L bg (3-111)

the locus defined by the right-hand side of this equation is plotted

in figure (3.11). Points on the locus correspond to zero input power,

values of M lying above the straight line give rise to positive input

power, and points below the locus produce negative input power; that is,

the input port of the network delivers power to the source termination.

Since negative input power requires negative input conductance

* by virtue of (3-110) and (3-106), it may appear logical to presume that

the dissatisfaction of (3-111) is an undesirable state of affairs.

Unfortunately, this reasoning is somewhat premature unless one is assured

that the values of M and L which do not satisfy (3-111) correspond to a

passive load termination. If the values of M and L that are of present

concern indeed define a passive load admittance YL' the direction of

output power flow is as shown in figure (3.9); that is, YL consumes

power and cannot generate power for delivery to the output port of the

network. In such an event, a negative input conductance, which gives
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Figure (3.10). Power Input as a Function of (L,M).
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Im (V12 V1)i

Figure (3.11). Locus of Zero Input Power in the L-M Plane. Locus
is shown for the special case of negative real and
imaginary parts of (Yl2Y21 ).
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rise to a flow of input power that is opposite to the direction depicted

in figure (3.9), must imply network oscillation or instability, since

one is lead to the incongruent conclusion that the presumably linear

and relaxed two-port network is a source of energy at either of its

ports. Stated In more direct terms, if the real part of the input

admittance is negative for a fixed passive load at a given frequency,

say wo there exists a passive source admittance YS' such that YS(jO 0 )

+ Y in(wO ) = 0, thereby rendering

Is
Vl(W 0) = ysO ) + Y (W) (3-112)

S 0 in 0

independent of source excitation IS. Clearly, this situation does not

corroborate with presumed network linearity, and one is therefore forced

to conclude that the network is oscillatory or self-sustaining at radial

frequency wo* On the other hand, if the M and L that do not satisfy

(3-111) define an active load, power flows to the output port from the

load. Resultantly, the flow of power from the input port to the source

termination does not necessarily correspond to network instability for

in effect, the two-port is merely transmitting power in the reverse

direction. Therefore, (3-111) is a meaningful stability criterion if

and only if the values of M and L to which attention is addressed is

commensurate with a passive load termination.

Returning to (3-106), it can be seen that the normalizations

postulated in (3-103) and (3-104) permit the definition of load termi-

nations conducive to a purely real, capacitive, or inductive input

admittance. For example,

M 2922bll bL (3-113)

a a

is the locus of points in the L-M plane that deliver a purely conductive

input admittance. Values of M that exceed the right-hand side of (3-113)
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correspond to a complex inductive input admittance, while smaller

values of M yield capacitive complex admittances.

The power delivered to the load in the two-port network of

figure (3.9) reads

P0(L,M) = IV2 I
2Re(YL) (3-114)

or equivalently,

Po(L,M) = IV 2Re . (3-115)

From figure (3.9)

12 = Y21Vl + Y22V2 (3-116)

and using (3-103) and (3-104),

12 Y Y21 (3-117)

V2 2 L21 )(L + jM)

It follows that

RjI29 22L (3-118)Re-2 = "g22 + L2 + M2

Substitution of (3-118) and (3-104) into (3-115) delivers

P0(L,M) P 00o[1 - (L - 1)2 M2 ], (3-119)
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where

P00 = PO(01 0) = (3-120)0 0 ... 4 92 2

As portrayed in the L-M plane representation of figure (3.12), the power

output surface is a paraboloid whose vortex lies at (L,M) = (1,0). Note

that maximum output power for V1 = 1 is realized at (L,M) = (1,0) and

that (3-120) agrees with the inference that (L,M) = (1,0) is in one-to-

one correspondence with a load conjuqately matched to Y22"

Equation (3-119) allows for a convenient definition of a passive

load termination in L-M plane variables. Since Po (L,M) is nonnegative
for all passive loads, the reasonable requirement that g22 be positive

implies

(L - 1)2 + M2 ! 1; (3-121)

that is, the infinitude of all possible passive load terminations maps

into the closed region bounded by a unit circle centered at (L,M) = (1,0)

as shown in figure (3.13). The immediate upshot of the matter is that

for given load at stipulated signal frequency wo, (3-117) allows for
computation of corresponding values for L and M. If these values

simultaneously satisfy (3-111) and (3-121), the two-port network is
incapable of oscillation at w = w0' If, however, (3-121) is satisfied,

but (3-111) is violated, a passive source termination can be found to

produce oscillations at frequency wo"

Finally, a consideration of (3-119) reveals that the L-M plane

loci of constant output powers are concentric circles centered at

(L,M) = (1,0). In particular, for Po(LM) = yoP00
, where y is a

nonnegative, less than unity, constant,

(L - 1)2 + M2  = (1 - y0 ). (3-122)
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Figure (3.12). Power Output as a Function of L and M.
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Figure (3.13). L-M Plane Operating Region Commnensurate With
Positive Output Power.
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As depicted in figure (3.14), (3-122) is a circle at (L,M) (1,0),

having a radius of (I - yo)I/2. The infinitude of points lying on this

circle correspond to an infinitude of load terminations which, for

unity input voltage, produce an output power numerically equal to

Y P
0 00

3.2.2 Power Gain in L-M Plane

Insofar as the L-M plane is concerned, the power dissipated at
the input terminals is the graded plane of figure (3.10), while the
power delivered to the load is the paraboloid of figure (3.12). In

principle, a graphical portrayal of power gain in the L-M plane can

therefore be gleaned through superposition of the PI(LM) and P (L,M)
plots. Unfortunately, quantitative results that might be generated

from an analytical pursuit of this rationale are masked by the con-

structional complexity inherent in three dimensional plots.

In light of the foregoing argument, consider the view looking

down onto the L-M plane after superposition of the Pi(L,M) and P (L,M)

curves. In figure (3.15), the unity radius circle is the base of the

power output paraboloid, while the straight line represents the inter-

section of the power input and L-M planes. Assuming that the power

input plane rises out of the page in such a way that Pi(l,0) > 0, the

two-port network associated with figure (3.15) is unconditionally stable

in the sense that Pi(L,M) < 0 for only those values of L and M that
correspond to nonpassive loads. Finally, the circle embedded within

the unity radius circle corresponds to a specific output power, P (LM),

such that 0:5 P (L,M) 5 Poo. If x is the radius of this circle, it

is clear that

(L - 1)2 + M2  = x2, (3-123)

and (3-119) becomes

, 0o(x) = P o(1 - x2 ). (3-124)
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Figure (3.14). Contours of Constant Output Powers in L-M Plane.
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Figure (3.15). Top View of Superimposed P1(L,M) and P (LM) Surfaces.
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Note that nonnegative output power or equivalently, a passive load

termination, demands lxi ! 1.

It is now profitable to focus attention on the line passing

through (L,M) = (1,0) and points Q, J, H and F in figure (3.15). The

line in question is perpendicular to the locus of Pi(L,M) = 0 at point

Q. A plane containing this line and passing perpendicularly through

the L-M plane cuts the cross section, as viewed along the indicated
line of sight, shown in figure (3.16). Thus, if the load termination

defines values of L and M that correspond to point F in the L-M plane,

the power gain is the ratio of the length of the line connecting points

F and D to the length of the line connecting points F and E. If, on

the other hand, the load gives rise to operation at H, corresponding

to negative x, the power gain is the length of line connecting H and N

divided by the length of line connecting H and K.

Aside from providing a graphical interpretation of power gain

in the L-M plane, the preceding geometrical manipulations suggest that

the functional dependence of input power on L and M can be reduced to

an equivalent dependence on a single variable, x, in much the same

fashion that permits replacement of P (L,M) by the equivalent expression,
0

Po(x), as per (3-124). From figure (3.15), observe that

L = 1 + xCos(1800 - e) = 1- (Cos e)x (3-125)

and

M = xSln e. (3-126)

These equations do not violate (3-123) and moreover, they affix a slope

of (-Tan e) to the line passing through points Q, J, H, F in figure

(3.15). But since the line in question is perpendicular to the locus

of Pi(L,M) 0 0, figure (3.11) provides
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Figure (3.16). Cross-Sectional View Seen Along Indicated Line of
Sight in Figure (3.15).
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Tan e= IM(Y 12 Y21)(317
i(Y12Y21)(317

Accordingly, (3-125) through (3-127) yield

(Re(Y1 2v2lh
L - Y12Y211 )x (3-128)

and

In(YY))
N Y (12 211 X (3-129)

Upon insertion of the preceding two equations into (3-110), one arrives

at the simple relationship,

P.(x)W P io(0 + CO), (3-130)

where

P P (1,O) = g11  a -Re(Y 11  Re(Yl2Y2O) (3-131)

io 129 22  11 2Re(Y22)

and

(a2 + 2 =1 12 Y211 (3-132)
C 2g 1 2 -a 2Re(Y11)Re(Y22  - Re(Yl2Y21)

From (3-124) and (3-130), it follows that the power gain is

G Wx P 0(x) / G0(1 - X)(3-133)
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with

G° Pio 1oo-c l (3-134)

denoting a power gain commensurate with a load defined by (LM) = (1,0).

There are a number of significant points inherent in the trans-

formation leading to (3-133). First and most straightforwardly, it is

clear that the power gain of a two-port is expressible as a function of
a single independent variable, x. This variable defines a load appro-
priate to realization of stipulated power gain, in the sense that
given x, (3-128) and (3-129) provide corresponding values of L and M,

whence (3-117) can be used to define the appropriate real and imaginary

parts of YU In particular,

GL = Re(YL) = +g222 + -22 (3-135)

L 2 L) (3-136) M2

(2g,29
BL = Im(YL) = -b22 - L2- (3-136)

Thus, in short, (3-133) gives power gain as an implicit function of load

termination. Indeed, one may also state that G (x) is an implicit func-p

tion of input admittance since by (3-106), Yin(jw) is cast explicitly in

terms of L and M. This last property is especially useful when a design
requirement calls for a source termination that is conjugately matched

to the network input admittance.

Assuming P00 in (3-120) is positive, (3-124) confirms that all

passive loads (GL 0) correspond to Jxj < 1. Since power can be
delivered to a load only when power is delivered to the input port of

a stable network that couples the source to the load, a necessary con-
ditlon for network stability is Pio 0. From (3-131) and (3-132),

3-59



P 0 requires nonnegative C. Now, if the input power is to be non-rio

negative for all nonnegative output powers, (3-130), coupled with the

requirement Pio 0, yields the constraint (1 + Cx) 0 for all
jxf ) 1. Clearly,

0 : C 5 1 (3-137)

insures P1(x) 0 for all x such that -1 5 x ! 1. The inequality of
(3-137) insures unconditional network stability in the sense that its
satisfaction precludes definition of a passive load which gives rise

to negative input power and hence, negative input conductance. Dis-

satisfaction of (3-137) implies potential instability; that is, at

least one load can be found to generate negative input conductance.

Given a negative input conductance, a source termination can be imple-

mented to generate self-sustaining oscillations at the frequency for

which Re[Yin(jw)] is negative. Equation (3-137) constitutes an extremely

useful worst case stability criterion since C is a function only of

two-port network parameters. Thus, (3-137) allows an evaluation of

relative overall network stability prior to stipulation of source, load

or power gain requirements.

The often confusing concept of potential instability in a two-

port network can be clarified by considering the case of C > 1; that is,

the case in which (3-137) is violated. Recalling (3-130), the slope of

the Pi(x) versus x curve depicted in figure (3.16) is CP. Thus, if

C > 1, the x axis intercept of Pi(x) lies to the right of point J

in figure (3.16), thereby suggesting the existence of passive loads

capable of producing negative input power or equivalently, negative

input conductance. It follows that for the case of C > 1, the top view

superimposed plot drawn in figure (3.15) is as offered in figure (3.17).

The region lying above the locus of zero input power corresponds to

. negative input power. The part of this region that coincides with

positive output power, shown crosshatched in figure (3.17), defines

all passive loads that can produce oscillations. For loads that corres-

pond to L and M values lying within the unit circle and below the locus
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Figure (3.17). Top View of Superimposed Plots of Input and Output
Power for a Potentially Unstable Two-Port.
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of zero input power, the Input power is positive and oscillations are

precluded. Thus, the network addressed is potentially unstable, since

load and corresponding source terminations can be implemented to produce

oscillations. Obviously, these loads can be avoided through design

procedures thoughtfully implemented to preclude operation in the indi-

cated crosshatched area.

From (3-133), observe that G p(-1) = G p(1) 0 0, which implies the

existence of optimized x in the sense of maximum power gain. By straight-

forward utilization of differential calculus, the optimized value of x,

say xO , is

X = C C (3-138)

Substitution of this result into (3-133) gives for maximum power gain,

2Go

G = G(x) = 00 (3-139)pm + (1 - C2

Notice that power gain can be optimized only if the utilized two-port

network is unconditionally stable. This observation corroborates with

the results portrayed in figure (3.16) since if C > 1, gain is theoreti-

cally optimized at point Q' on the x-axis. At this point, the input

power is zero, the output power is finite and positive, and the power

gain is infinitely large.

Since maximum power gain is realized if and only if the load is

conjugately matched to the output admittance and the source is conjugately

matched to the input admittance, (3-138) defines the matching requirements

at input and output ports of the network in question. In essence, (3-138)

is the solution to the genuinely cumbersome problem of determining the

source termination which matches to an input admittance that, for nonzero

internal feedback, is a function of the load termination. But the load

3-62

"A.



must be conjugately matched to the output admittance which, in turn, is

a function of the unknown source termination.

3.3 Actively Peaked Broadbanding

The design of monolithic, silicon bipolar, broadbanded linear

amplifiers is a significantly more difficult task than is the realiza-

* tion of hybrid wideband amplifiers, owing to constraints inherently

imposed by the fabrication process. In particular, all monolithic

fabrication processes are not readily amenable to the synthesis of

efficient input, output and interstage lossless matching networks which

are fundamental to state-of-the-art hybrid circuit design.

The inductors required of lossless matching networks for integrated

circuits must be realized by thin film techniques. Generally speaking,

matching network capacitors must also be synthesized by means of thin

film, metal-on-metal (MOM) technology, since stringent interstage match-
ing requirements at very high frequencies are rarely forgiving of the

unavoidable sensitivity displayed by device junction capacity with

respect to voltage. Unfortunately, thin film inductors and capacitors

consume inordinately large chip area, thereby establishing the possi-

bility of significant parasitic coupling at high signal frequencies

between the energy storage element in question and other passive and

active circuit elements on the chip. When combined with the invariable

uncertainties in parameter values which characterize an integrated

active element, this coupling virtually precludes achievement of a

designable impedance transformation at circuit interstages or at circuit

input and output ports.

Even if interelement coupling is negligible, integrated chip

inductors are still undesirable, owing to capacitive coupling incurred

between adjacent metallized spirals of the inductive coil and between

the spiral lines and the substrate. This intrinsic susceptive inter-

action serves to limit the inductance value that can be synthesized on

chip, and it also reduces the quality (Q) factor of the coil. Experi-

ments confirm that the phenomena in question is especially troublesome
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in the neighborhood of a gigahertz when (1) the number of metal spiral

turns exceeds 5, (2) the width of each spiral line Is less than 0.5 mils,

and (3) the spacing between adjacent lines is greater than 0.25 mils.

This paper describes an alternative to interstage impedance

matching as a means of monolithic broadbanding. The alternative amounts

to interstage shunt peaking, wherein the required inductance is realized

actively by means of an optimized common collector or common base stage.

3.3.1 Shunt-Peaked Frequency Response

Consider a lowpass amplifier whose only parasitic energy storances

are capacitors and whose zeros lie at frequencies that are far in excess

of the 3-decibel (dB) bandwidth of the circuit. If the amplifier is to

be capable of broadbanded signal amplification, it is doubtlessly

designed to deliver a dominant pole response. Accordingly, the input-to-

output voltage transfer function is expressible as

~A (0)
A (s) A , (3-140)

0 1 + s/B 0

where A (s) represents the ratio of transformed voltage output, V o(s)-

to-transformed input voltage, V.(s), as defined in figure (3.18a).

Furthermore, A (0) is the low frequency value of voltage gain, Bo is
the 3-dB radial bandwidth, and s is complex frequency. It must be

stressed that A (0) and B are evaluated as explicit functions of load

and source terminations, Rs and R , respectively. As suggested in the

symbolic representation of figure (3.18a) and in the corresponding model

of figure (3.18b), these terminations are presumed to be purely resistive.

Let the amplifier in question drive a second circuit whose input

impedance can be represented as a resistance, Rt, in shunt with a capaci-

tance, Ci. In an attempt to improve the resultant frequency response

of the loaded amplifier, shunt peaking is implemented by means of an

inductance, L, in series with the output resistance, RL. The situation
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Figure (3.18). (a) Symbolic Representation of an Amplifier Having
Voltage Gain, A 0(s).

(b) Simplified Equivalent Circuit of Amplifier.
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in question is depicted in figure (3.19). It can be shown that the
transfer function, VL(s)/Vi(s), of the shunt-peaked amplifier under

actual load conditions is

Vo(S) = [ R (I + sLIRL)I(l + s/B) )
., (S 0 RL] 11 + S L + (Rt RL)C + s2L  R C i ,si + RLL" + RL

(3-141)

Observe that the inductor introduces two poles and a zero into the trans-
fer characteristics.

Equation (3-141) can be cast into more useful format by appropriate
algebraic substitutions and by focusing attention on the transfer function
normalized to its low frequency value,

A + RL (3-142)

Letting

RP+ RL (3-143)

N V1 (3-144)

+{( R Pi)IiClR (3-145)
=2 RL i L L F

the normalized transfer function or gain is
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Figure (3.19). Equivalent Circuit of Shunt-Peaked Amplifier Loaded
by a Circuit Whose Input Impedance is Capacitive.

At,
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(1 + sL/R L)  (3-146)
ALN~s) (1 + s/B0)[ + s ()2s

Note that c and wN respectively connote damping factor and undamped

natural frequency of oscillation if the zero attributed to L is made

to cancel the dominant pole of the unloaded amplifier.

It should be evident that there is potential difficulty in con-

straining the loaded amplifier to a maximally flat magnitude response

since there are two more poles than zeros. Note, however, that MFM

characteristics can ostensibly be closely approximated if the basic

unloaded amplifier has very large bandwidth, Bo. Onfortunately, large

B is an unrealistic constraint, particularly in the design of wideband0

circuits whose frequency capabilities are to encompass L-band spectra.

Indeed, if B0 is very large in comparison to the dominant pole frequency
of the driven circuit, the need for shunt-peaked or other forms of
frequency compensation applied to the driver configuration is somewhat

dubious.

3.3.2 Pole-Zero Cancellation

In (3-146), let L be chosen so that the zero attributed to it

cancels the dominant pole of the driver amplifier; i.e.,

L = RL/Bo. (3-147)

Then, the normalized transfer function, expressed as an explicit function

of the normalized real frequency variable,

y = N IiN (3-148)

is

ALN(iy) = 1 - y2 + j2¢y (3-149)
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Figure (3.20) depicts the resultant amplifier frequency response

for various values of damping factor. Clearly, severe response peaking

is evidenced for small values of c, and in particular, it can be shown

that the peak magnitude response for any value of c is

Ap =1 (3-150)
p 2c/l --2

This maximum magnitude response prevails at a normalized frequency given

by

Y p = VI - 2C2 , (3-151)

which is seen to be a real number if and only if c < 11/7. Since imagi-

nary yp constitutes a physically meaningless parameter, the stipulation,

S> If7, is tantamount to realization of a monotonically decreasing

magnitude response. In practice, most circuit design specifications

call for response flatness to within only +3 dB over the desired pass-

band. Setting IA p 1 /7 in (3-150), this design constraint translates

to the relaxed damping factor requirement, c ? 0.382, and in turn, a

number of worst case design requirements are necessarily imposed on

the load.

A demonstration of the foregoing assertion requires substitution

of (3-147) into (3-145) to obtain,

- (1 - P.) + (3-152)

The damping factor is a minimum, say MIN' when

- ' (3-153)

wN
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Figure (3.20). Amplifier Frequency Response for the Case of
Pole-Zero Cancellation in (3-146).

3-70



for which

'MIN - P (3-154)

In order to preclude excessive response peaking, one may insure c 0.382

by requiring tMIN : 0.382, whence P1 ! 0.854 or by (3-143),

Ri  5.853 RL ' (3-155)

With P1 ! 0.854, (3-153), (3-147) and (3-144) combine to deliver

(RLIRi)C i  0.146/Bo . (3-156)

Now, if L were to be set to zero in figure (3.19), the resultant 3-dB
bandwidth, say B0, assuming pole dominance and recalling (3-140), can
be approximated by

1

BD 1 ( R(3-157)

Bo + (RLIIRi)Ci

Because of (3-156), this approximation gives rise to the inequality,

B8 0 1.146 BD.  (3-158)

Inequalities (3-155) and (3-156) are the sufficient, but non-
necessary conditions for realization of a frequency response whose peak

magnitude is within 3-dB of the low frequency amplifier gain, provided
. • shunt peaking is utilized to cancel the dominant pole of the unloaded

driver amplifier. Equation (3-155) asserts that the input resistance

of the driven stage can be no larger than approximately 5.85 times the
load resistance associated with the driver. On the other hand, (3-158)

implies that the unloaded bandwidth of the driver must be at least

14.6% larger than the bandwidth obtained in the absence of shunt peaking
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when the driver is coupled to the succeeding stage. Both inequalities

are pragmatic design tools in the sense that R1, Bo , and BD can be

straightforwardly estimated by means of computer-aided analyses.

3.3.3 Approximate Maximally Flat Magnitude (AMFM)

Returning to (3-146), It is easily shown that

IALN(y)I2

2 1 + (wNL/RL)2y2  2 6(1WtN ' (3-159)

+ +y2 Vi - 2(1 - 2c 2 ) '+ y4I I - 2 )(I 2 2 ) + y

where (3-148) is utilized. If the term involving y6 is negligibly small

at all frequencies through the immediate neighborhood of the overall

circuit bandwidth, an AMFM response is produced if

(owN L)2  (w) 2 (_2t) (3-160)

Using (3-144) and (3-145), (3-160) gives rise to an inductance value

which reads

L. = R 2C Pi Iw)~ + [I +( 1 1 - )[i + (Bpl'i)1 3-161)
L ik2+,,--LP-,) os,. •

Observe that for the special case defined by

P1  1 , (3-162)

Bo0 P.R >C 1>
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(3-161) simplifies considerably to

L - RLi2Ci-1 + (1 + 1)1 } - 0.414RL2C . (3-163)

The assumption, P1  1, implies that the driven stage does not impose

an appreciable low frequency load on the driver network. On the other

hand, the presumed inequality above suggests that the pole established

by the input port of the driven stage in the absence of shunt peaking

is significantly larger than the 3-dB bandwidth of the unloaded driver

stage. Regardless of whether or not (3-162) is valid, (3-160) reduces

(3-159) to

1 + Qo2 Z2

IAN(jZ)1 2  = Q , (3-164)

1 + Q Z2 + A (- QtZ4 +(__ z

where

Z = w/B (3-165)

is signal frequency normalized to the 3-dB bandwidth of the unloaded

driver stage with no shunt peaking and

BoL
Qo 0  (3-166)0 RL

is the effective quality factor of inductance L at frequency Co.*

In order to achieve an AMFN response, two conditions must be

satisfied. First, the denominator on the right-hand side of (3-164)

must be a Hurwitz polynomial In argument Z2[8] and second, the term

involving Z6 in this characteristic polynomial must be negligibly small

throughout the frequency range of interest. The Hurwltz condition is
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satisfied if Q2 > 1, while a sufficient condition which guarantees the

second constraint for all frequencies through the immediate neighborhood

of the overall 3-dB circuit bandwidth is

(0)Z 6 << 1. (3-167)

In (3-167), ZB is the overall circuit bandwidth normalized to B0 and

thus,

SIAN(ZB)12  = 1/2. (3-168)

Note that ZB > I is a prudent necessity since if ZB !1 , the actual

circuit bandwidth is less than that realized prior to shunt peak com-

pensation. It follows that a necessary condition for satisfaction of

(3-167) is

BO WN < 1. (3-169)

Figure (3.21) exemplifies the nature of (3-164) for the special

case of Bo/WN = 0.5. Two observations are immediately apparent. First,

the sensitivity of frequency response with respect to effective quality

factor decreases markedly as Q is made to increase. Indeed, (3-164)

demonstrates that the compensated normalized circuit bandwidth is always

unity in the limit as Q is made very large since if (3-167) is satis-

fied,

I+ Q 2  
1

Lim IAN(Ji)I 2  = 1 2Q = -
QO NI + 2Q 0 2

Second, broadbanded response is achieved for small Q0 despite dissatis-

faction of (3-167). For the case of Q0 = 1, figure (3.21) shows ZB = 2,
whence the left-hand side of the inequality in (3-167) is (1/2) 4 (Z 6)= 4.
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The case of Q0 = 1 is especially interesting in view of the facts
that Q0 = 1 maximizes 3-dB bandwidth and Q 1 I is required to insure
that the denominator polynomial on the right-hand side of (3-164) is
Hurwitz; that is, Q0 ? 1 precludes a peaked response in the circuit
passband. It is easily shown that (3-168) is satisfied for Q0 a 1 if

ZB -(N/Bo). Thus, the maximum attainable bandwidth for the compensated
: circuit is

14AX = wN' (3-170)

where wN is stipulated by (3-144) and L in (3-144) is given by (3-161).

3.3.4 Inductor Realization

The foregoing analyses and discussion are rendered germane to
monolithic circuit design if the properties indigenous to the impedance

seen looking into the emitter of a bipolar junction transistor are ex-
ploited to synthesize the required inductance. This impedance, which

is symbolically represented as ZE(s) in figure (3.22), can be approxi-
mated by a simple linear resistance, say RE, in series with a frequency
invariant inductance, say LE, provided that the signal frequencies of
interest are not excessively large [9]. In particular, let w, be the
transistor beta cutoff frequency and define wl and w2 such that

= 1
Wl (rB + Rx + rc + Rc)CTc (3-111)

and

1
w2 =  (rc + Rc)CTc (3-172)

In (3-171) and (3-172), rB is the net low frequency base resistance of
the device, rc is the low frequency collector resistance, and CTc is
the effective collector-base capacitance. Then for (w/w) 2 << 1 and
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Figure (3.22). AC Schematic Diagram of Circuit Employed to
Synthesize an Inductor Actively.
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=~2/w2=o << l

1+rB + R

RE + hfe + +re+ (3-173)E gm + I re

LE + w2 + Tx +  1 , (3-174)E \W 02 hf +1 Pl -

where gm is the small-signal, common-emitter transconductance, re is the

intrinsic emitter resistance, and hfe is the small-signal, short-circuit,

common-emitter current gain.

Figure (3.23) displays the AC schematic diagram of a simple common

emitter amplifier (Ql) which is shunt peaked compensated by virtue of the

active inductance circuit (Q2). With respect to the systems model of

figure (3.19) A (s) is the gain of transistor Ql when the output port

is unloaded and when the collector of Q1 is loaded by a resistance,

RL = RLE + RE. This gain easily derives from a judicious computer simu-
lation, wherein RE is estimated by way of (3-173) or is gleaned from a

complimentary computer-oriented analysis of the low frequency input

impedance associated with the Q2 stage. More definitively, one wishes

to establish A (s) in light of LE = 0 and in turn, the value of RE

commensurate with LE = 0 is conveniently obtained by defaulting all

frequency domain parameters in the computer model of Q2 to insiginficant

proportions. This is to say that all junction and substrate capacitances

are set to zero, neutral base transit time is made to vanish, and so

forth. Upon establishment of the simulated frequency response, JA (J)j,

A 0o(0) and B in (3-140) are straightforwardly deduced and for giveii

output load termination, (3-143) through (3-145) are evaluated with L

set to LE.

It is evident that the simple circuit in figure (3.23) can be

viewed as a dynamic half circuit of a differential amplifier. Accord-

ingly, differential shunt peaking is also plausible, as suggested by

figure (3.24).
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Figure (3.23). Commnon Emitter Amplifier (Qi) Shunt Peaked by Active
Emitter Impedance of Q2. Biasing network is not shown.
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A"T

f Figure (3.24). Differential Realization of Circuit Shown in Figure

(3.23).
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3.3.5 A Design Exercise

Assume that the transistors in figure (3.24) are biased to deliver

hfe = 45, wo = 2w (100 MHz), r. = 140 ohms, rc = 70 ohms, re = 3 ohms,

gm= 160 ms, and CTc = 0.10 pF. Assume further that Bo = 27 (780 MHz)

when RLE = 75 ohms and Rx = 1000 ohms. Note that Rx must be known or

estimated in order to evaluate RL and hence, 8o. Finally, let the entire

configuration be designed for as flat and as broad a passband as possible

when the load termination is 500 ohms in shunt with 0.1 pF.

Using (3-173), RE = 34.03 ohms, whence RL = RLE + RE = 109.03 ohms.

For Ri = 500 ohms, RL w 109.03 ohms, and Ci = 0.1 pF, Pi in (3-143) is

0.82 and by (3-161), the required inductance is LE = 21.82 nH. From

(3-170) and (3-144), the best possible bandwidth is BMAX = 2w (3.76 GHz),

which is realized only if Q0 = 1. However, (3-166) yields Q0 = 0.981.

This quality factor cannot be substantially increased through suitable

adjust of Rx, and hence RL, since in (3-161) the product, 8oPiRLCi is

very small. In particular, B0 PiRLCi = (43.87)(10-3) in this example and

accordingly, (3-161) delivers

BoL B ( Pi )I -(Pi I IQ0 - L  0 BR L Ci)- i JL Pipi FR oLi-Pi VP i(2. -Pi )

which is virtually independent of RL, particularly since Pi is reasonably

close to unity. Thus, an AMFM response cannot be ensured and an alternate

design approach is mandated.

The alternative design methodology is pole-zero cancellation,

which in effect forces Q0 = 1 within the constraint of hopefully minimal

peaking in the frequency response. From (3-147), L = LE = 22.25 nH and

by (3-144), wN = 2w (3.72 GHz). Using (3-152), c = 0.53, which is larger

than the minimally acceptable damping factor of 0.382. Equation (3-150)

predicts a magnitude response peak of [A = 1.11 = 0.91 dB, which occurs

at a frequency of 2.45 GHz, where (3-151) and (3-148) have been invoked.
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Using (3-149), the predicted bandwidth of the compensated circuit
corresponds to y = 1.237 or with wN = 2w (3.72 GHz), the bandwidth is
4.60 GHz.

It Is a simple matter to verify that (3-174) delivers LE a 22.25
nH if Rx = 380 ohms and Rc = 0. Recall that Rx = 1000 ohms is initially

presumed. The revised value of Rx provides RE = 20.55 ohms and hence
RL = 95.55 ohms, as opposed to the originally estimated value of RL =
109.03 ohms. This 12% "error" in estimated RL is doubtlessly inconse-

quential in view of inevitable device parameter uncertainties and

bandwidth (B0 ) estimation errors attributed to approximations implicit

in the computer-based models for all bipolar devices.

From (3-171) and (3-172), wl 2w (2.70 GHz) and w = 2w (22.74
GHz). At a frequency equivalent to the estimated compensated bandwidth

of 4.60 GHz, w2/W2WO = 9.31 and (W/W1)2 = 2.90, and therefore, both of

the requirements, (W/W 1 )
2 << I and W2/2 2

2 0 << 1, are violated. This
situation intimates that the actual bandwidth realized can be expected

to be less than 4.60 GHz. Indeed, a computer simulation of the circuit
addressed herewith verifies a 3-dB bandwidth of approximately 1.12 GHz.

Although this performance is far short of the 4.60 GHz computation, it

nonetheless represents a 44% improvement in the original (uncompensated)
bandwidth of 780 4HWz.
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4.0 CIRCUIT DEVELOPMENT

4.1 Voltage Reference Supply

During the course of designing a monolithic analog RFLSI circuit,

there invariably arises a need to generate a voltage reference that

sustains an appropriate thermal coefficient. In an earlier contractual

document (10], the circuit shown in figure (4.1) is proposed to satisfy

a broad variety of such needs, since a component of the desired reference
voltage, V,, turns out proportional to a thermally sensitive base-emitter

junction bias voltage. In this circuit, IL represents the current
drained by the load driven by the reference supply, while resistor

ratios R1/R2 and Rs/Rp determine the desired thermal coefficient.
Voltage VI is necessarily positive in figure (4.1), but it should be

clear that if Rs is returned to a negative supply, V1 can be positive,
negative or even zero.

For large DC beta and reasonable load current, IL,

+ R VCC + \1 + R /R2,VBEl - VBE2. (4-1)VI s  P)+RsR

If the base-emitter junction voltages have thermal coefficients at any

convenient reference junction temperature, To, which are identical and
equal to

aVBE1 aVBE2 K (4-2)
aT To  aT T 0 KBE,

the thermal coefficient of voltage V1 is seen to be

aT T0  - + R /R p  1 KBE .
(4-3)
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Figure (4.1). Basic Voltage Reference Circuit
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If, for example, this coefficient is to be rendered equal to KBE, the

coefficient pertinent to one forward biased junction voltage drop,

R1  2RsR I R (4-4)

and (4-1) collapses to

V! (R Rp)Vcc + 2VBEI - VBE2" (4-5)

A definitive thermal analysis of the proposed voltage reference

circuit is a worthwhile undertaking, since (4-4) presumably ensures a

prescribed thermal coefficient at but a single temperature, T0. To

commence the investigation, recall that the emitter current of a bipolar

junction transistor is closely approximated by

IE(T) z Is(T)e VBE(T)/VT (4-6)

where VT is the familiar kT/q and Is is related to temperature by (11]

To(T) = I[V(T)ne(VBE(T) - VgoJ/VT (47)

with VBE(T) connoting the base-emitter junction bias commensurate with

the flow of emitter current in the amount of IE(T) at temperature T.

In practice, however, the dependence of this emitter current on temper-

ature is determined in part by circuitry connected peripherally to the

device in which IE(T) is monitored. If the dependence of IE on temper-

ature is modeled as a power law relationship of the form,

IE(T) = IE(To) , (4-9)
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(4-6), (4-7) and (4-9) combine to deliver

VBE(T) = V + VTLN i-- -(T0) + (nO- ")VTLN ) (4-10)
BE 90 LT ssi T o

or equivalently

V(T)= V - [Vgo - VBE(To)] + (n -q)kT LN( ). (4-11)BE: 90Vgo B q T

It follows that

VBE(T) Vgo VBE(TO) k + i -)LN T)A (4-12)

_- T - ' To  " q T

while

32VBE(T) k n (4-13)
9T2  q\T

j The first order temperature coefficient at temperature T0 is thus seen

to be

A 3VBE(T) k 1, +V go VBE(To) (
KBE T TO  q VTo (4-14)

and the second order thermal coefficient is

a2VBE(T) (4-15)
3T2  To0 q To ,4-5
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where in (4-14)

VTo - 0  (4-16)

Observe that two identical bipolar devices display the same first order
teoperature coefficient at a given reference temperature if and only if

both devices sustain identical forward biases across their base-emitter

junctions. On the other hand, two identical bipolar devices exude the

same second order temperature coefficient at reference temperature To
if and only if the presumed power law dependence on temperature of their
emitter currents is identical.

Returning to the basic supply circuit of figure (4.1), let it be

assumed that at temperature T0 , the base-emitter bias voltages of P1
and P2 are identical. The output voltage can thus be designed to

provide a voltage,

V = ( R VCC + KoVBE' (4-17)

where

Rl
0 Ko  0 +)(Rs/Rp (4-18)

From (4-3) and (4-14), the first order temperature coefficient is

g o (4-19)

T 0  q VTo

It is to be understood that K need not be integral: rather, it is
0

chosen so that the temperature coefficient defined by (4-19) matches
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the requirements imposed by the load circuit across which V, is developed.

Using (4-1), the second order temperature coefficient is

ToV (K + 1) 32V BE2

aT2  T 0J T 0 T 0

- 0 {(A2 " Al) + Ko(q - ,I)} '  (4-20)

where (4-15) has been exploited. If the load current, IL2 in figure

(4.1) is thermally stabilized, X2 = 0 in (4-20), and the second order

coefficient becomes

a2V7 i To{Kon (Ko + l)A1  . (4-21)_ _ T 0 "qT-

Clearly, it is possible for this term to vanish. Moreover, the above

coefficient is comparable to the second order temperature coefficient

realized in most classical bandgap references sources [12]. Indeed,

the magnitude of (4-21) is actually less than the magnitude of the

second order temperature coefficient ideally achieved in bandgap

reference configurations, provided

K < + l- 1 (4-22)Ko n X1l

4.2 Level Shifting

An ideal level shifting circuit is an interstage network capable

of translating its quiescent input voltage to a lesser quiescent output

voltage without incurring small-signal transfer function attenuation.

Both passive and active level shifting can be accomplished monolithically,
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although, as might be expected, each method can only approximate desired

level shift attributes over somewhat restricted operational environments.

The simplest passive level shifter is the coupling capacitor,

which obviously gives rise to significant signal attenuation at low

frequencies. Three other disadvantages are evidenced when coupling

capacitors are utilized in OAT RFLSI circuits. First, OAT metal-on-

metal (MOM) capacitors consume inordinately large chip area. A MOM

capacitance of only 4 picofarads consumes an amount of area that is

virtually two orders of a magnitude greater than that required of a

typical OAT bipolar device. Second, considerable signal attenuation

is evidenced at moderate-to-high frequencies as a result of an unavoid-

able parasitic capacitance that appears between one terminal of the

coupling capacitance and ground. Typically, attenuations in the range

of 35%-to-50% are produced and since the value of the parasitic is

quite sensitive to OAT oxide characteristics, the precise amount of

attenuation can rarely be predicted a priori, in advance of circuit

fabrication. Finally, a coupling capacitor restricts circuit designer

freedom in the sense that the translated quiescent level is necessarily

zero. There are, unfortunately, numerous occasions when nonzero trans-

lated levels are required for efficient biasing of subsequently cascaded

circuits.

An active level shifting circuit, such as that shown in figure

(4.2), obviates most of the difficulties indigenous to MOM coupling

capacitors. The circuit is simple, consumes minimal chip area, and

generally achieves a voltage attenuation that is less than 15% for

frequencies that approach L-band. A disadvantage is that unlike the

coupling capacitor, the circuit at hand consumes quiescent power.

4.2.1 DC Analysis

Assuming both transistors in figure (4.2) sustain a base-emitter

junction bias of VBE and have identical static current gains in the

amount of hFE, base current 'B2 is
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+VCC

II+
-'1 4 gVIE - ~ R1

~ 
R,

I1 /I 2 + 192

fi,- C V VBE/R 2
rVO VEVBE4.I . RVL VBE2 k

=0 LE j _ _

----0 VOL
EQUIVALENT VOL
CIRCUIT OF R LE
PRECEDING STAGE 

EF.LOAD.

R LE

Figure (4.2). Level Shifting Circuit. Equivalent source and load
circuits shown pertain to quiescent operating conditions.
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B2 = Vo. VBE)/(hFE + 1)RB LE R2

and current I reads

VOL + I hFE VBE

11 (hFE + I)RLE + h FE + '2

Base current IB1 is thus

(1 ~hI + VOL

Bl (hFE + 1 FEIB2 + II (hFE + )RLE

It follows that

Rc I I RcVOL
iiVCC 2 = (hFE + 1)RLE

+ R VOL + Ih FE +1 E
+ R (hFE + )RLE (hFE ) R VBE + VOL

-VLl + Rc + R, + 2 + (4-23)(hFE + I)RLE h RhFE2

Noting that (Vcc - RcI/2) is the quiescent open circuit voltage, say

VOC, applied to the level shifter, and taking hFE >> 1, the amount of

DC translation is seen to be

VOC o VO (Rc + RI)VOL + (2 + (4-24)
OL (hFE + 1)RLE + 2  BE'

4-9
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which is seen to be somewhat dependent on the actual output voltage.
This undesirable dependence can be somewhat neutralized by modifying

the basic level shifter to obtain the alternate shifting scheme pro-

posed in figure (4.3).

In the circuit of figure (4.3),

_jVBE V V01  VBE
'El 1 + FE B2 R 3 RLE 3

B3 =(hFEI+ ) 3B+ E

-\EFE E) 3  + VOL

(+1 1))(hhF (hFE+1R

Then 

(F

IB3Rc + 3VB +- R1 I + VO

= V0  l + R, + Rc/(hFE + 1)OL (h FE + 1)R LE

+ V BE 13 +(hFE + 1)j R2  (h FE+ l)R3]} (4-25)

For

R ~ R

K2 " (hFE + 1)R3

R1+ R + < (h FE + l)R LE (4-26)
hFE+1

hFE 1
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+ v~c 1

.18

Figure (4.3). Level Shifter With Modified Darlington Input.
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Voc- VOL ( (3+I)VBE; (4-27)

that is, the amount of level shift is essentially independent of the

output voltage.

4.2.2 Small-Signal Analysis

The approximate low frequency small-signal model for the modified

level shifting configuration is shown in figure (4.4). Assuming iden-

tical transistors having identical small-signal parameters and if

(00 + I)R2 >> rB + Rpi

(4-28)

00 + l)R3 >> rB + R pi

a straightforward circuit analysis confirms an open circuit voltage

gain, Ao of

0V

A °_ = 1. (4-29)
ViI RLE

Moreover, the short-circuit or Thevenin output resistance, RT, is

RT (o+ 1)Rl[l + R3 + Rpi

+ 1)2 + R + + Rpil, (4-30)+ %+ 1)2 R + R3

where

0 g mRpi (4-31)

4-12
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R +Lr

V3  R.i OmV

re i mVI

+

VI R~

V I.
V2

+ 0 V

Figure (4.4). Small-Signal Equivalent Circuit of Modified Level

Shifter.

4-13



is the small-signal short-circuit device current gain at low frequencies.

Observe that RT is almost completely independent of effective source

resistance, Rc* Typically one can realistically expect RT 100 ohms.

4.3 Differential-to-Single-Ended Converter

Design procedures aimed toward fabricating a direct coupled

linear integrated circuit capable of amplifying high frequency input

voltages invariably exploit the numerous advantages afforded by differ-

ential circuit technology. If the circuit undergoing design is destined

to drive an active or passive load whose input port cannot be excited

differentially, provisions must be made to transform the differential

output signal of the amplifier in question to an appropriate sinqle-

ended output voltage.

The simplest type of differential-to-single-ended converter is

the resistively loaded emitter coupled pair [13] schematically portrayed

in figure (4.5). In this circuit, the desired single-ended output

voltage, v0 , is extracted from only one of the two collectors which

establish the differential output voltage, vdo. A disadvantage of this

circuit is unacceptable sensitivity of v0 to the common mode input sig-

nal, vci. A second drawback is profoundly serious in view of the

difficulty encountered in achieving moderately large voltage gains at

very high frequencies. In particular, since vo = vdo/
2 under balanced

conditions, a factor of two in gain is sacrificed merely in the process

of transforming the differential output signal to single-ended format.

A commonly employed converter is the emitter coupled pair with

active pnp collector loads shown in figure (4.6) [14]. While this cir-

cuit exudes excellent common mode rejection characteristics, the large

low frequency dynamic resistance of transistor Q4 virtually precludes

superior high frequency performance. Moreover, the high frequency

response of the circuit in figure (4.6) is substantially worse than

a first order circuit analysis might predict, since custom integrated

circuit fabrication processes rarely produce both npn and pnp transistors

4-14
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Figure (4.5). Resistively Loaded Emitter-Coupled Differential Amplifier.
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Figure (4.6). Actively Loaded Emitter Coupled Differential Amplifier.
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having excellent high frequency response capabilities. The OAT high

frequency process is geared toward realization of high quality npn

devices only and thus, OAT RFLSI circuit designers must, for all intents

and purposes, resign themselves to pnp transistor nonexistence.

The converter described and analyzed herein utilizes only npn

transistors, has a single ended output voltage-to-differential input

voltage conversion ratio that is nearly 0 dB, and displays 3 dB band-

widths that approach 60% of the short circuit gain-bandwidth product

of the transistors embedded in the proposed converter.

4.3.1 NPN Converter

The proposed differential-to-single-ended converter assumes the

basic schematic form offered in figure (4.7), where Rsl and Rs2 are

effective Thevenin resistances associated with signal sources vs, and

vs2 , respectively. Voltages VsQl and VsQ 2 , which are likely to derive
directly from a preceding stage whose differential open circuit output

voltage, (vsl - vs2), is to be converted to the single-ended output

signal, v0 , bias the converter to ensure linearized operation. In

general, VsQ1 and VsQ 2 are not identical.

Assume for the moment that REl = RE2 = 0 and that signals Vsl

and vs2 simultaneously increase; i.e., a common mode excitation com-

ponent prevails at each of the two inputs. An increase in vsl produces

an increase in the emitter current of diode-connected transistor Ql,

and this increasing current is mirrored by an increase in the emitter

current of Q2. In turn, the increase in Q2 emitter current spawns a

decrease in the collector-emitter voltage of Q2. Optimal circuit

operation is achieved if this decrease in collector-emitter voltage

offsets most of the increase in common mode input voltage so that vo
is rendered nearly insensitive to common mode signal excitation.

Li 4-17
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4.3.2 Small-Signal Analysis

The foregoing qualitative considerations can be cast into quanti-

tative form through analysis of the small-signal low frequency equivalent

circuit given in figure (4.8). In this circuit, the hybrid-pi models of

Ql and Q2 in figure (4.7) reflect both the possibility that these devices

conduct dissimilar quiescent currents and the obvious fact that the

quiescent collector-base voltages of Ql and Q2 must differ if saturation

of Q2 is to be precluded. Accordingly, base resistances r8 l and rB2,

short circuit common emitter current gains B1 and 82, and base-emitter

junction diffusion resistances r W1 and r 2 are permitted to differ.

Moreover, RIE1 and R'E2 differ from RE1 and RE2, respectively, in the

basic schematic diagram by an amount equal to the intrinsic emitter

resistance of each transistor.

It cdn be shown that for 82 " 1, the converter output voltage

is

v Vs2 - R' 2  v h2 , s, (4-32)
0= RL + Rs2 Rsl + ( E2+ib2 RI + +h

1 82 RIEl + hibl) El sl ibl

where

h r~j + r ,j (4-33)

hibj = 8 + I

is the common base short circuit input resistance of the jth transistor.

Clearly, infinite common mode rejection ratio results if the coefficient

of vs, within the bracketed quantity on the right-hand side of (4-32)

is unity; that is,

Rs+R'E + h ib2\
S (R 'E + hib R'El + + hibl). (4-34)

2 R -19bl /
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An effective way of satisfying (4-34) is to force R'El << hib2

by setting REI = RE2 = 0 in figure (4.7). Then for hib2 h andEl E ib2 ibl
large B2 ,

R hib2 + R( 4-35)

which suggests that the effective Thevenin resistance of the signal

source driving the collector of the output transistor be made larger

than the Thevenin resistance of the other signal source by an amount

equal to hib2. Since hib is in general the nominal forward biased

terminal resistance of a diode-connected transistor, the design con-

straint imposed by (4-35) is realized by inserting a diode in series

with the collector of Q2. This assertion presumes that (1) the inserted

diode has electrical characteristics that are identical to Q2, and (2)

the Thevenin source resistances associated with Vs1 and vs2 are identical.

The situation at hand is depicted in figure (4-9), where REl and

RE2 in the original configuration have been set to zero. Assuming

hibl t: hib2 h ib' letting the Thevenin source resistances be denoted

by Rs, and assuming that Ql and Q2 have identical intrinsic emitter

resistances, say ret the resultant differential mode gain and common

mode rejection ratio are as follows:

v 0 ( RL R s + h ib+re 1 (4-36)A DM Vs "(VR + Rs + hb Rs + hb + r e

CMRR ADM(Vsl + vs2) R + hi + re 2  (437)
2v0  r e + R sf2

In (4-36) and (4-37), s2 is presumed to be significantly larger than

unity.
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Figure (4.9). Differential-to-Single Ended Converter Optimized

for Maximal Common Mode Rejection Ratio.
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The circuit configured in figure (4.9) was subjected to a SPICE

small-signal computer-aided analysis. A modified Gummel-Poon model was

utilized for each of the three transistors, whose parameters reflect
the bipolar characteristics of a nominal 5 GHz OAT process. In the

simulation, VsQ I = 0, VEE = 0.8 volt, VsQ2 = 1.6 volts, and R, = R2 =

50 ohms. Load resistor RL is made infinitely large in order to permit

convenient assessment of the differential frequency response of the

basic converter cell. The resultant collector current flowing in each

transistor is approximately 3.90 mA, the collector-emitter voltage of

Ql and Q3 is 747 mV, the collector-emitter voltage of Q2 is 1.37 volts,

and the common emitter short circuit gain-bandwidth product for each

device is nominally 3.2 GHz.

Figure (4.10) is the simulated differential frequency response.

The low frequency gain is greater than -0.25 dB, and the three-decibel

bandwidth is greater than 1.8 GHz. Note that even at 2.5 GHz, the con-

version gain is approximately 1.5 dB larger than the low frequency gain

provided by the simple converter of figure (4.5). The indicated band-

width turns out to be almost an order of a magnitude larger than the

bandwidth produced by the alternative converter shown in figure (4.6)

* if transistors comparable to these embedded in the proposed converter

are used.

4.4 Negative Resistance Gain Cell

The realization of extremely high voltage gain over moderately

broad passbands with OAT RFLSI technology is a nontrivial design problem

owing to the inavailability of high quality pnp bipolar devices. As a
result, the use of pnp current source loads, as used ubiquitously in

the majority of commonly available operational amplifiers, is precluded.

A plausible solution to the problem at hand is the all npn

circuit depicted in figure (4.11). Current sources 10 and II flow

through dynamic resistances R0 and R, respectively, both of which are

presumably large. Voltage Vdi is the differential input signal, Vci

symbolizes the common mode input excitation, and the differential
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Figure (4.11). Basic Negative Resistance Gain Cell.
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output voltage is Vdo. High gain is established as a direct consequence

of transistors 5 and 6 by the regenerative circuit comprised of transis-

tors 3 and 4.

4.4.1 Differential Gain

The differential voltage gain, Adm = Vdo/Vdi' may be ascertained

through analysis of the differential mode half circuit given in figure

(4.12). In the interest of analytical simplicity, the output resistances

of all transistors are assumed to be infinitely large, and all series

collector resistances are taken to be zero. Parameters r8j, rej, r j

and gmj respectively symbolize dynamic base resistance, series emitter

resistance, base-emitter junction diffusion resistance, and forward

transconductance of the jth transistor. Resistance R.7 is used to

model the small signal terminal characteristics of the diode defined as

device #7 in figure (4.11). Since this device is a transistor whose

base and collector terminals are short-circuited, its incremental model

is as depicted in figure (4.13). With the help of this model, it is a

straightforward task to show that

r + rB7 + r.7 (4-38)
RD7 - e7 +l(-8RD7 = = re7 B7 + 1

where in this and ensuing calculations,

$j ia gmi r IT (4-39)

The resistance, (-REQ), at terminal E5', which is the intrinsic

emitter node of device #5, is one-half of the net differential resistance

seen between the intrinsic emitters of devices #5 and #6. As inferred

by the symbology, this resistance is negative, and this fact can be

confirmed by investigating the differential resistance seen looking
into the collectors of devices #3 and #4. The pertinent small signal
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Figure (4.12). Differential Mode Half Circuit Small-Signal Model of
Basic Gain Cell. Note that node B9 is grounded since
no differential voltage can appear across the bases of
transistors #9 and #10.
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Figure (4.13). Incremental Model of Diode-Connected Transistor
(Device #7).
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model, assuming that transistors #3 and #4 are matched, is offered in

figure (4.14). It can be shown that the differential resistance in

question is

V 2[r + r + + )re3]
Rdc (4-40)

1- 83

which is clearly negative for practical values of 83. It follows that

for the half circuit model,

-R +rB 3  + 2re3 (4-41)-EQ - I

Observe that (-REQ) < 0 for a3 > 1.

Ii An analysis of the complete model offered in figure (4.12) shows

that the differential mode gain is given by

A V do $1 8 Rc Y5 07
Adm = Vd rT  + rl + (S1 + l)rel RD7 + rBS + r5 0 - (85+ I)REQ

(4-42)

where S is presumed much larger than unity. Clearly, the gain can be

rendered boundless by constraining the denominator in the second factor

on the right-hand side to zero. In practice, it is doubtful that such

a constraint can be implemented precisely owing to uncertainties in

device parameter values. Moreover, it must be remembered that (4-42)

is predicated on approximatious which by and large render (4-42) as an

upper limit on the practical differential gain that can be attained.

For example, the effect of finite output resistance is to degrade gain

so that even if the denominator factor in question is set to zero, the

gain magnitude actually realized remains finite.
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Figure (4.14). Differential Model of Subcircuit Comiposed of Devices
#3 and #4.
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It is also crucial to note that stable operation of the circuit

in figure (4.11) necessarily implies zero low frequency phase shift.

To underscore the significance of this point, let

R K(o + )R(4-43)

RD7 + rB5 + r 5  (5 )EQ

where K is a designable constant. Then for 85 " 1, (4-42) reduces to

61c ' 07

Adm = + r , + (al  + l)relj (K -1(REQ

It is now clear that the uncertainty inherent in precise maintenance

of K = 1, coupled with the requirement of zero phase shift at low

frequencies, demands

K > 1. (4-45)

Of course, a very large gain constrains K to be near unity.

4.4.2 Design Considerations

Assuming that transistors #5 and #3 are identical, (4-43) and

(4-41) combine to yield

RD7 = 2Kre5 + K-1 K $ + (rB5 + r 5), (4-46)D7 eB5 + (445

assuming S 5 1. It should be noted that (4-46) implies a ratio

constraint between I0 and I . For example, assume re5 = 5 ohms,

3 = 50, rb5 = 250 ohms, K = 1, and let the collector current through

transistor #5 be 600 vA. Then, since

r =5 5  2156 ohms
c5
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at 270C, the required value of RD7 is 106.24 ohms. Assuming further

that transistor #7 is identical to transistor #5, (4-38) provides

r,,7  = 4913 ohms,

which corresponds to

I 7T = 263.3 PA.

In order to ensure no phase reversal at low frequencies, Ic7 is hereby

chosen to be 250 PA, and thus

RD7  = 111.4 ohms,

whence by (4-46)

K =1.0021.

7 The foregoing computations imply

I0 = 500 uA
•I" (4-47)

I I = 1.2 mA

Using (4-41),

R 250 + 2156 + 10 = 49.306 ohms.REQ =49

Noting that the collector currents of devices #1 and #7 are virtually

identical, (4-44) resultantly predicts

Adm =9.929Rc

4-32
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For a differential mode gain of 12,000 (81.6 dB), Rc  1208 ohms. To

allow for various attenuations incurred by model elements that are

ignored in this analysis, choose

Rc 1500 ohms. (4-48)

The maximum swing in the differential output voltage, Vd is

AVdo 21 R (4-49)do I c'

this is to say that the voltage excursion at the collector of either

transistor #9 or #10 is from a voltage of (Vcc - IIRc)-t0Vcc. Thus,

for Rc 1500 ohms and II z 1.2 mA, AV 3.6 volts. Obviously, thisc I do
swing is attainable if and only if transistors #9 and #10 are never

allowed to saturate. Saturation of these devices is precluded by

biasing the bases of #9 and #10 at a voltage which is less than (VCC

IR) 10.2 volts. A bias level of 8.7 volts is chosen, and as aI c
result, the bases of transistors #5 and #6 rest at approximately 7.9

volts. To ensure optimal linear operation of input transistors #1 and

#2, a common mode quiescent input voltage of 4.7 volts is chosen.

4.5 Multiple Transistor Current Sources

When utilized as a current sink in the tail circuit of an emitter

coupled pair, an active current source is conducive to excellent common

mode rejection characteristics at low-to-moderate frequencies. At

progressively higher frequencies, common mode performance deteriorates,

owing to the capacitive nature of the driving point impedance associated

with the collector of an npn current source. Despite the last fact,

current sources are useful in numerous OAT RFLSI applications, particu-

larly if the highest signal frequency of interest is less than 10% of

device fT' Moreover, it is possible to exploit the omnipresent capaci-

tance of current source output impedance for the purpose of broadbanding

a frequency neutralized differential pair.
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4.5.1 Current Mirror

In the circuit of figure (4.15), transistors Ql and Q2 are

identical and since both base emitter voltages are the same, both

transistor base currents are identical; i.e., the base currents are

"mirrored."

From figure (4.15), the output current of the source is easily

shown to be

I hFE2(V, - VBE) (4-50)

(hFE1 + 2)R

Static current gain parameters, hFE2 and hFEl are not equal, despite

identical transistors, because the collector base bias of Ql differs

from that of Q2. If the Early voltage [15] of each device is VCR,

hFE2 v o{l + VCER (4-51)

while

hFEl 6o (4-52)

where 00 is the common emitter short circuit static current transfer

ratio under the condition of zero bias across the collector-base junc-

tion. Nevertheless, note that for hFEl >> 2, excellent thermal charac-

teristics are obtained if (1) the thermal characteristics of hFE2 track

with those of hFEl , and (2) the reference voltage, VI, is designed to

provide a thermal coefficient of nominally one forward-biased base-

emitter junction voltage.

It can also be shown that the dynamic output resistance, say RK,

at low frequencies is
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R r + FE (453)
K cc , 0

where rcc is the net device resistance in series with the collector,

g is the small-signal output conductance, and

FE 1 +(gm + go)re" (4-54)

In (4-54), g represents forward transconductance, and re symbolizes

the net intrinsic resistance in series with the emitter.

4.5.2 Two-Transistor Mirror

The current source of figure (4.15) requires a° >> 2 to obtain

nominal performance insensitivity with respect to current gain. For

low beta devices, the source shown in figure (4.16) proves valuable.

For this circuit,

I K h (h lE2 2 R)V-VE (4-.55)
hFE3 +

while the expression for RK remains as per (4-53). Note that the desired

insensitivity with respect to current gain is now achieved if

hFEI(hFE3 + 1) >> 2.

4.5.3 Widlar Source [16)

Enhanced design flexibility is afforded by the current source

of figure (4.17). For R= 0, the circuit becomes known as the Widlar

current source, which is capable of very small IK without the need for

abnormally large resistors or grossly mismatched areas for Ql and Q2.

From figure (4.17),

VBEl + (hFEl + l)IBiRl = VBE2 + (hFE2 + I)IB 2R2.
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Figure (4.17). Widlar Current Source.
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Recalling the classical Ebers-Moll model (17],

I18101

VBE I  VTLN B0S

and

IB2002
SBE2 = VTLN 1, IS2

VV VILNE B 5BE BE2 T IS/ 2/

= VTLN M

where

tM

is unity for matched devices. It follows that

VTLN MaIL')+ (hFI+ I)RI  (hF2+ I)R2  B

IBI B 1B2/ (hFEI = (hFE2 +BI

More usefully,

I ()(!l + / CE2 -t 1K -!t +- 1 + (4-56)
Icl /\R 2  R21cl I-\Sl I VCR / 1K-
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where

h FE2
2 hFE2 + 1

h FE1

( = hFE1  + 1

hFE1  = 01 (ignoring series device resistances)

hFE2 + VCE2- VBE21

FE2 2 002VCR

For a prescribed ratio, IK/Cl, (4-56) fixes IC, whence

C-11= + - K + + C BI + R I + I
FE hFE2 + FE 1

or

VI  = VBE1+Icl A+ (4-58)
hFE2(+l)1

For matched devices, IS2 =I Then if Icl and IK are of the

same order of magnitude, the natural logarithmic term is insignificant,

particularly if the Early voltage is large. Accordingly, (4-56) shows

that

IK R

-I - (since (2/ 1 , )

and

V1 V"l Ill +R(, R R1

V V + Il -_RBE l CE2/ aI 2 / "
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Notice that the devices need not be perfectly matched since the current

ratio, IK/ICI is dependent on the natural logarithm of an area mismatch.

The evaluation of dynamic output resistance, RK, is considerably

simplified if the net base and collector resistances are ignored for

each transistor. The pertinent simplified model appears in figure (4 .18a).

Since the base and collector of Q1 is shorted,,the gmlVAl generator is

equivalent to a conductance, gml" Thus, the net resistance in parallel

with R2 is

Rp + R 1 R + . (4-59)

Since g ml is large,

Rp .+ RJRI = 1 + gB2(RIR,) (4-60)

gB2 gB2

The model resultantly reduces to the topology of figure (4.18b).

After considerable manipulation, the desired expression for RK

evolves as

e a RK ; [VCR + VBE2 VCE2][, R + . (4-61)IK  R+Rp

Observe that the output resistance is maximal if R2  Rp. Unfortunately,

this constraint is difficult to satisfy in practice. Additionally, note

that the resistance is inversely proportional to the quiescent current,

IK , flowing in the collector of transistor Q2 in figure (4.17).
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Figure (4.18). (a) Small-Signal Equivalent Circuit of Widlar Current
Source.

(b) Reduced Small-Signal Model.
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4.5.4 Cascode Source

The easiest way of achieving R2 >> Rp in (4-61) is to supplant
*R2 in figure (4.17) by yet another bipolar device which serves to act

as a current source in itself. The resultant configuration becomes as
drawn in figure (4.19) and is known as a cascode-compensated current

source. The dynamic output resistance is

R (VCR + VBE2 - VCE2) (h 1) (4-62)
K K I E

which, as might be expected, reflects the resistance value predicted
by (4-61) with R2 set to a resistance that is substantially larger than

Rp.

Since transistors Q3 and Q4 are forced to support nominally

identical collector-base biases, the static current transfer ratio

for these devices is taken to be the same; that is, hFE3 ' hFE4 = hFE.

Then, the static output current can be shown to be

I hFE2 \j + hFE [ V l BE "V8 ] (4-63)
K k-h--hFEI + 1RhFE2l/[2 + h FEl ~hFE +l

For hFE2 1 and hFE 1 1, (4-63) reduces to

VI - VBEI - VBE3 
(4-64)

K R

Both of these results show that if IK is to be rendered thermally

stable, the reference supply must possess a thermal coefficient that
mirrors the thermoelectrical properties of a series connection of two

forward biased base-emitter junctions.
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Figure (4.19). Cascode Current Source Which Yields Very High Output
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4.5.5 Wilson Source

The Wilson source configured in figure (4.20) is yet another

high output resistance configuration. Its prime advantage over the

cascode configuration is that it uses one less transistor. Since the

base-collector drops of Q1 and Q3 are only one forward biased junction

voltage apart, the current gains of these transistors can be presumed
identical. Thus, for identical transistors, it materializes that

1K h ( FE2l (VI - 'B - VBE2)/R(465K hI h +

hFE + 2 hFE2 + l

Observe that when VC2 changes due, for example, to common mode

signal excitation in a differential pair, most of the voltage changes

are absorbed by Q2. This situation reflects the fact that the collector-

emitter voltage of Q3 is the base-emitter voltage of Q3 and therefore,

the collector-emitter port of Q3 features low resistance. As a result,

IB is relatively constant, and the source displays high output resistance.

4.5.6 Common Mode Rejection Revisited

The foregoing considerations and analyses can be prudently applied

to the problem of optimizing the high frequency common mode response of

the simple differential pair depicted in figure (4.21a). In particular,
let Thevenin signal sources vsl(s) and vs2 (s) possess a transformed

common mode input signal component, v ci(s). The possibility of deter-

mining an optimal tail termination, modeled in figure (4.21a) by the

Norton circuit consisting of II in shunt with impedance Zk(s), is to

be investigated.

The pertinent equivalent circuit is offered in figure (4.21b).

Short circuit common emitter admittance parameters are used in the half

circuit model in order to encumber all pertinent high frequency input,

output, feedback, and feed-forward effects. These parameters can be

expected to be complex functions of frequency.
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If "optimal" is taken as enforcement of a constraint of zero

output common mode signal, a constraint of zero output common mode

signal, then v (s) in figure (4.21b) is zero. Accordingly,
C

Y21Vl+ Y2V2 0.

From figure (4.21b),

vc(s) = v2 + (ZE(s) + 2ZK(s)}{yllvl + Yl2v2l

v I + [ZYlY22] .

v2 l + [ZE(s) + 2ZK(s)]tyl2 Y21lJ'

It follows that

ZE(S) + 2ZK(S) = Y2 (4-66)

Equivalently,

hfeS

ZE(s) + 2Zk(S) = - hfe()Y 12 (4-67)

where hfe(s) = Y21/Yll is the small-signal common emitter short circuit

current gain. Interestingly enough, (4-66) and (4-67) show that the

tail impedance commensurate with an ideal common mode response charac-

teristic is not infinitely large, unless the transistors conform to the

idealized constraint, Y22 = Y12 = 0.

Assume now that the transistors in the differential pair are

frequency neutralized [18], [19]. Then (4-67) becomes
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ZE(S) + 2ZK(S) h fe (4-68)
Y22A

One may reason that the right-hand side is roughly the impedance seen

at the output of the cascode current source of figure (4.19) or even

the simple source of figure (4.16). For IZE(s)l << 12ZK(s)I , which may

require a small capacitive shunt across resistor RE in order that low

frequency performance attributes not be perturbed, (4-68) gives

hfe

ZK(S) ' (4-69)
2Y22A

At low frequencies, Y22A go, which is directly proportional to

current. To the extent that Y22A remains current proportional at all

frequencies, 2Y22A is the short circuit output admittance of the current

source, which carries nominally twice the current of each active device

in the neutralized differential pair. Unfortunately, the assumption

that both real and imaginary parts of Y22A are current proportional is

weak. The implication, of course, is that the common mode gain can

never be made precisely equal to zero, but rejection ratios in excess

of 50 dB are attainable through judicious invocation of the foregoing

design guidelines.

Figure (4.22) depicts a plausible basic topology for a differ-

ential pair that is optimized in the sense of maximal common mode

rejection ratio. The circuit utilizes the cascoded current source of

figure (4.19) for the emitter coupled tail termination. It is excited

by the voltage reference discussed in section (4.1) and, in accordance

with (4-63), this reference is designed to supply a thermal coefficient

that is nominally equivalent to that of the voltage developed across

the series interconnection of two forward biased base-emitter junction

diodes. The differential pair is frequency neutralized by transistors.

QCl and QC2.
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5.0 CIRCUIT SET 1 (RFCS-l)

Circuit Set 1, which is symbolically referred to as RFCS-l, is
a chip that contains eight (8) RFLSI building block candidates, seven
(7) test transistors, and three (3) test inductors. The fabricated

RFLSI circuits are an RF amplifier, an IF amplifier, an analog multi-
plier, an operational amplifier, three voltage controlled oscillators,

and an RF switch. Figure (5.1) pictorially displays RFCS-l layout.

5.1 RF Amplifier

The RF amplifier utilizes active matching to achieve power gain

at L-band frequencies. Active matching has numerous advantages over

such other broadbanding techniques as feedback, compounding of gain

devices, neutralization, and passive matching. Feedback seems viable

in the sense of stability only for frequencies below I GHz with the

current OAT process. Compound gain devices and neutralization are
useful approaches to the design of only IF amplifiers. Passive spiral

inductor amplifiers consume large chip area and are unacceptably sensi-

tive to critical transistor parameters.

The only specification for this amplifier is that it provide as

much gain as possible at 1.6 GHz, while keeping power consumption at a

reasonable level. To ensure against parasitic oscillations, the ampli-

fier is completely differential. A single-ended input can be accommodated

by grounding the complimentary side of the input differential pair at
the ground terminal of the transmission line supplying that input. j
5.1.1 Circuit Definition

The circuit, shown schematically in figure (5.2), consists of
three common-emitter differential amplifier stages (Q6-Q7, Q12-Q1 3,Ql8-Ql9 ) with active interstage matching networks. These networks

consist of a transistor in an inverted common-collector configuration

(Q4 1 Q5 Qo' Q11' Q16 1 Q17)1 which exhibits inductive output impedance,

an emitter follower (Q8 1 Q99 Q14 9 Q15), and a capacitor (C7-C10 ).
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Transistors QI-Q 3 provide temperature invariant bias to each gain
stage. Capacitors CI-C 6 and resistors R7-RI2 form low-pass filters
which decouple the bias circuitry from the gain stages. Power con-
sumption is 320 W.

5.1.2 Circuit Analysis and Design

As mentioned previously, the RF amplifier exploits the output
inductance of an inverted conmmon-collector configuration (ICC) for gain
peaking at L-band. Figure (5.3a) shows the ICC configuration, and the
small-signal model used for the ICC analysis is depicted in figure
(5.3b).

The output impedance, Z (s), is given by [20]
0

VT(S)

ZO(S) = y = R(s) + sL(s). (5-1)

In (5-1),

r + RBB 1 +

R(s) (5-2)

and

( + R + r1(1 + gmrcRBB

L(s) a= +- RBB m\ rc +
( + (L )( +i )

where

RBB = rb + RB, (5-4)
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Figure (5.3). (a). Inverted Common Collector (ICC) Circuit.

(b). Small-Signal Model of (a).
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1
.9 - (5-5)

rC '(5-8)

c P%

= r7- (5-9)

is the low frequency, short-circuit, common-emitter current gain of

the transistor.

The expression for Z (s) can be separated into real and imaginary

parts, thereby yielding the output resistance, R0 , and output reactance,

Xo respectively:

- r~ R2~ _.2) +2(=+ + I)+ + 9RB
R0 C ( + 1)[(1 (,'1WT) +w2 +)2 C 8/

+ : t(5-I0)

and

r + -)( + RtB - + (Wt2 )(R88( L + + + gmrRBB
t\ 

rc + BB.

wB~ "2' 1/wT w~TI\\2 1 BBw2 +7 -RRo (c _7)1 IT

1) 14( W2)2 + W2 +)J

(5-11)
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Figure (5.4) uses (5-10) and (5-11) to display the dependence of

output resistance, output reactance, and inductor Q on external base

resistance at 1.6 GHz. The curves apply to an OAT 2T2L12W3 transistor,

which has the following small-signal parameters:

rb = 160Q

r = 875n

gm .06938

8 =60.6 .(5-12)

C 1.94 pf

C .216 pf

rc 60Q

The signal path through one gain stage is defined in figure (5.5).

The emitter follower-capacitor cascade provides both impedance matching

between stages and ac coupling. There are three options in the gain

path design; namely, transistor size, external base resistance of the

ICC transistor, and the coupling capacitance. To compromise high fre-

quency performance and power consumption, a 2T2L2W3 transistor (2 mA

rating) is chosen.

The analysis of the gain path utilizes the sampled-parameter

technique [21]. The amplifier power gain is optimized at only a single

frequency (1.6 GHz), owing to the fact that the response is inherently

broadband due to the low Q of the ICC inductor.

Figure (5.6) depicts the gain path of one amplifier stage as

three cascaded two-ports. Two-port Y models the output conductanceY
of the active inductor as a parallel G-L network whose parameters

depend on external base resistance. The composite y-parameters are
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Figure (5.5). Signal Path for One Gain Stage.
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Y2 21. (5-13)
YllC = Yll Y22 + YlI + G + jB

YI20Y21B (-4

Y22c Y220 - + YlIa + G + jB (5-14)

Y212 1

Y21C Y22t + + G + jB (5-15)

-Yl 2a'l2a
Y12c Y22a + Yl + G + jB (5-16)

The power gain for the composite two port is given by
! IY12Re(YL )

Gp YY 1 2cY2 1c (5-17)

+ llc Y22c + YL

where

L= RIN + J (5-18)

is the admittance of the load network which consists of a coupling

capacitor and the input to the next amplifier stage. In (5-18), (RIN +

JXIN) is the input impedance of the driven stage. The power gain can

be optimized by maximizing lY2lc 12 followed by proper selection of
coupling capacitance. However, this approach does not yield GMAX ,

the maximum available gain, since the load network topology is not

capable of conjugately matching the driver stage to the driven stage.
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Table (5.1) is a list of y-parameters for both a common-emitter

(Y) and common collector (Y ) transistor at 1.6 GHz. These parameters

are obtained from SPICE-2 simulations for which the transistor model of

figure (5.7) is used. Using values from Table (5.1) in (5-15), one

obtains

1Y2lc12  = 7.363 x 10- 7  (5-19)

D0

where

D3 (1.179 x 10-2 + G)2 + (9.277 x 10-3 + B)2. (5-20)

The maximum of IY2lc12 occurs at the minimum of the function 0. Table
(5.2) shows the dependence of D on the external base resistance of ICC

transistor. This table is constructed from figure (5.4) and in parti-

cular,

G - l(5-21)

R (1 + Q
2 )

and

. B = GQ. (5-22)

These equations convert a series R-L impedance into a parallel G-L

conductance at a single frequency. The table indicates that lY2lc12

is a maximum with an external base resistance of 300P. Note that

IY21 c 2 varies by only 14% as RB varies between 100 and 400 ohms.
The reason for this relative insensitivity to base resistance is that

(1.179 x 10-2 + G)2 decreases and (9.277 x 10-2 + B)2 increases with

increasing R8 resulting in a nearly constant value of D. In other
words, as RB increases above 1502, the resulting excess of inductance

is compensated by the decrease in inductor conductivity. With R 150",
the inductance cancels the parallel parasitic capacitance.
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TABLE (5.1)

Y-PARAMETERS FOR COMMON EMITTER AND

COMMON COLLECTOR CONFIGURATIONS AT 1.6 GHz

COMMON EMITTER

=.01002 + j.005615

Yl2= -.0 004608 - j.001667

~'2 = 003118 - j.02946

11 'Y22 = 001979 + j.003601

COMMON COLLECTOR

Yl .-009811 + j.005676

12= -.009455 - j.004072

Y21 = -.01528 + j.02462

Y2 .01656 -j.02393
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COLLECTOR

BASE 0-%l D

EMITTER SUBSTRATE

MODEL PARAMETERS

RI - 1612 TRANSISTOR 1:

R2 -3412 WJE .16 pf

DIODE DI: CJC -.039 pf

CJO-.38 pf RB - a

P13-.7 RC - am

M -. 33 RE- I

DIODE D 2  TF -24 ps

CJO..4 pf DELAY -25 ps

PS -. 7 OF -0

M -. 5 IK -12 mA

VA - 15V

IS -2.0 x 10-1A

Figure (5.7). SPICE-2 Macromodel for the MTUM2W Transistor.
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TABLE (5.2)

DEPENDENCE OF D ON EXTERNAL BASE RESISTANCE

RB G(X103) -B(X103) D(X104)

100 7.246 11.81 3.688

150 6.329 9.524 3.284

200 5.988 7.813 3.182

250 5.714 6.579 3.137

300 5.618 5.814 3.150

350 5.525 5.155 3.168

400 5.464 4.608 3.195
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Using 300n~ as the ICC external resistor, y-parameters at 1.6 GHz

for one gain stage become

Ylc 1.270 x 10-2 + j4.559 X 10-3

Y22c =5.134 X 10 - jl.168 X 10-2 (5-23)

Y2lc --4.342 X 10-2 -j2.094 x 10-2

Y12c --7.451 x 10-5 j9.971 X 10-4

The interstage network can be approximated by the circuit shown in

figure (5.8). The voltage source, V0., is the open circuit output

voltage of the driver stage. It is assumed that the output impedance

£of the driving stage is approximately l/Y22c and the input impedance
of the driven stage is roughly 1/yllc. These approximations result
in less than 10% error. The power delivered to the driven stage is

L 2[(R + R )2 + X+ Xi -
1  (5-24

where

Ro= Re(11y22c) = 31.54o

X0= Im(l/y 22c) = 71.75R 5-5

R Re(l/yiic) = 69.75P

Xi= Im(l/yiic) = -25.03Q~

The maximum of PLin (5-24) occurs when

C- (x1 + .o (5-26)
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Using (5-25) and w (2n)(1.6 x 109) in (5-26), the coupling capacitance
becomes
b 

C = 2.129 pf. 
(5-27)

Substituting (5-27) and (5-23) into (5-17) and (5-18), the power gain

per stage becomes

G = 8.056 dB. (5-28)

5.1.3 Amplifier Design

The basic gain stage can be configured as the differential ampli-

fier shown in figure (5.9). The complete amplifier consists of three

cascaded differential stages with the output coupling capacitors omitted

to conserve area. These capacitors are absorbed into the load circuit.
The amplifier y-parameters, determined with SPICE-2, are used to deter-

mine the maximum available transducer gain given by

G -

MAX

IY211'
2Re(y11 )Re(Y2 2) - Re(y 12y21 ) + {[2Re(y11 )Re(y 22) - Re(y12y21 )]

2 
- 1Y12Y2112}k

(5-29)

Figure (5.10) is a plot of GMAX as a function of frequency. Maximum gain
is 32.2 dB and occurs at 1.2 GHz. The 3-dB bandwidth is 550 MHz.

To increase bandwidth and to desensitize the gain, a 50 resistor

was inserted in series with each ICC transistor. This resistance is

selected because it is the smallest resistor that can be easily inte-

grated. The effect of this resistor is to increase the conductance of

the ICC at the expense of enlarged reactive mismatch. The coupling
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capacitors are reduced to 1.5 pf to conserve area. The ICC base resistor

is adjusted for maximum gain after the changes described above are

implemented. The frequency response of the final amplifier design is

displayed in figure (5.11). Maximum gain is 29.6 dB and the resultant

bandwidth is 800 MHz.

Table (5.3) shows the Linvill stability factor, C, input/output

impedance, and input/output VSWR as a function of frequency. This table

is constructed from the following set of equations:

C Y12Y21  (5-30)
2Re(yll)Re(y22) - Re(y12y21)'

ZIN = (y Y122 1 (5-31)

(y Y12Y21 -I

ZOUT = Y22 Y S) (5-32)

and

VSWR O1 + IPIN,OUTI (533)
IN,OUT - 1 IN,OUT1

where

Z IN,OUT - 100
PIN,OUT ZINOUT + 100 (5-34)

The characteristic impedance in the reflection coefficient

equation is lOOQ because the amplifier is differential. YS and Y L

were set to .026 in (5-31) and (5-32) during the determination of ZIN
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TABLE (5.3)

AMPLIFIER PERFORMANCE PARA1ETERS

FREQ (MHz) ZIN(a) ZOUT VSWR1N VSWRouT

100 7.40 x 10-11  513 - J453 36.7 + j12.3 9.21 2.73

200 5.19 x 10-9  253 - j342 36.3 + j12.3 7.42 2.80

300 6.57 x 10-8 170 - j248 35.7 + j18.8 5.72 2.91

400 4.41 x 10-7  139 - j189 35.0 + j25.8 4.45 3.07

500 2.14 x 10-s 122 - j148 34.3 + j33.3 3.56 3.27

600 8.14 x 10-" 114 - J119 33.8 + 341.4 2.91 3.51

700 2.84 x 10-5 109 - j96.4 33.8 + j50.2 2.45 3.78

800 8.40 x 10-5 107 j78.1 34.3 + J59.7 2.10 4.06

900 2.19 x 10-4  107 - j62.2 35.6 + j69.8 1.82 4.31

1000 4.97 x 10-4 107 - j48.9 38.5 + j80.7 1.61 4.44

1100 9.67 x 10-4 110 - j36.7 42.9 + 391.3 1.43 4.48

1200 1.56 X 10- 114 j26.9 48.9 + J101 1.33 4.40

1300 2.23 x 10- 3  120 - j19.1 56.2 + j110 1.29 4.24

1400 2.70 x 1O"3  126 - j14.9 64.2 + j117 1.30 4.07

1500 2.95 x 10-3  131 - ll.8 71.4 + J122 1.33 3.94

1600 3.01 x 10- 3  135 - J9.61 78.9 + J127 1.37 3.84

1700 2.92 x 10-3  139 - J9.36 84.8 + jl31 1.40 3.79

1800 2.76 x 10-3  142 - J7.82 91.5 + j135 1.43 3.74

1900 2.56 x 10-3  144 - j7.43 96.5 + j139 1.45 3.73

2000 2.35 X I0-3  146 - j7.68 103 + j143 1.47 3.71
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and ZOUT in Table (5.3). The amplifier is unconditionally stable since

the C factor is less than one. Actually, C is not calculated for

frequencies below 100 MHz. However, IY12 1 < 10-14 for frequencies

below 100 MHz which should render a stable amplifier.

5.2 IF Amplifier

The schematic diagram of the IF amplifier is shown in figure

(5.12). The circuit consists of two cascaded differential pairs operating
in a cascode configuration (Q3 - Q6 - Q7 - 8; Q - Q19 ) The first

gain stage is shunt-peaked by means of the output inductance of Q and
Q2. Emitter followers Ql3, Ql4, Q23 ' Q24 buffer each gain stage.

Transistors Q23 and Q24 are biased to deliver -10 dBm into a 50a load.

Automatic gain control of the amplifier is accomplished by varying the

bias of Q4 and Q5. Gain is decreased by increasing the bias current of

these transistors via an increase in AGC control voltage. Transistors

Q9 - Q12 1 Q15 1 Q20 - Q22 provide temperature-compensated biasing.

5.2.1 Frequency Response

The voltage gain as a function of frequency was simulated on

SPICE-2 for the case of capacitively coupled 50 ohm load resistors.

Figure (5.13) shows the computer results. The voltage gain is 30 dB

and the 3-dB bandwidth is 370 MHz.

The differential impedance of the input and output ports was

simulated. A differential current source was applied to the port under

test while the other port was determined with a l00ni resistor. The

results are offered as Table (5.4).

The common mode gain of the amplifier was also simulated. The

common mode rejection ratio (CMRR) is plotted in figure (5.14) as a

function of frequency.
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TABLE (5.4)

INPUT AND OUTPUT IMPEDANCES

FOR IF AMPLIFIER

INPUT PORT

Freg (MHz) ZIN(Q)

10 2550 - j1780

100 1710 - j1140

250 708 - j973

400 429 - j698

630 300 - j455

OUTPUT PORT

Freg (MHz) ZOUT(r)

10 44.5 + j2.44

100 49.1 + j23.7

250 67.9 + j51.3

400 91.3 + j64.9

630 122 + j67.5

5-27



5--

014 _ ___ ____ __ __ _ _______ £
4 CC

5 - 2



4-

*0

0

L

(4-

U..

_ _S _)_ukino

5- U.)

1 1--)w



5.2.2 Automatic Gain Control

The AGC capability of the amplifier was investigated only for the

case of very low frequencies at dc for simulation ease. As a result, the

coupling capacitors are open circuits and since the 502 load resistors

are capacitively coupled, the gain determined in this analysis is larger

than the low frequency, loaded qain by a factor of

20 log +50 20 log 0 + 50
50 50

2.9 dB,

where R is the output resistance of Q23 and 024" Figure (5.15) shows a

plot of gain versus AGC voltage. The AGC range is in excess of 40 dB.

SPICE-2 OAT macromodel parameters used in all computer analyses

are given in Table (5.5). Figure (5.7) defines the macromodel topology.

5.3 Analog Multiplier

The analog multiplier shown in figure (5.16) is a standard trans-

conductance multiplier cell (Qy - 011) utilizing cascode transistors

(Q4 1 Q5 ). Emitter followers (Q17, 018) are provided to drive 502 loads.

Resistors R1 5 - R18 are laser trimmable to null offsets. Transistors

Q12 - Q6 and Q19 provide temperature-compensated biasing.

5.3.1 Circuit Design

The circuit is designed to have a conversion gain of at least

0 dB when the LO signal rests at its iiaximum amplitude. Since the multi-

plier output voltage is expressible as

S VLOV S IrAL-
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TABLE (5.5)

SPICE-2 OAT MODEL PARAMETERS (IF)

TRANSISTOR 2T4L1 2W3

Ri: 8Q
R2: 17Q2

Diode DCB Diode OCS

CWO = .6 pf CFO = .6 pf

PB = .7 volts PB = .7 volts
M = .33 = .5

TransistorQ

C = .08 pf BF =60

CJE = .32 pf DELAY = 25 ps

RB = 40Q TF =24 ps

RE 2Q IK 8 mA
RC =30Q is 2 x 1-GA

VA = 15 volts

TRANS ISTOR 2T2L 12W3

Ri: 16

R2: 34

Diode DC3 DiodeOCS

CJO = .38 of CJ 0 .4 Pf

PB = .7 volts PB = .7 volts

M = .33m .5
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TABLE (5.5) (CONT'D)

TRANSISTOR 2T2L2W3 (CONT'D)

Transistor Q1

CJC = .039 pf BF = 60

CJE = .16 pf DELAY = 25 ps

RB = 80Q TF = 24 ps

RE = 2Q IK = 8 mA

RC = 60 IS = 2 x 10-1 6 A
VA = 15 volts

TRANSISTOR 2TIL12W3

Ri: 32

R2: 68

Diode DCB Diode DCS

CJO = .25 pf CJO = .3 pf

PB = .7 volts PB = .7 volts

M = .33 M = .5

Transistor QI

CJC = .02 pf BF = 60

CJE = .08 pf DELAY = 25 ps

RB = 160 TF = 24 ps

RE 2 IK 8 mA

RC 1202 IS = 2 x 10-76 A

VA = 15 volts

5-
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with K representing a scale factor, a conversion gain of 0 dB is realized

if

KVLO = 1. (5-36)

For minimum distortion, the differential LO signal voltage must satisfy

VLO .01(1 + .038RE)2 . (5-37)

This value is obtained by making the first order term in a power series

expansion of collector current equal to ten times the value of the

second order term.

For RE 100, (5-37) delivers

VLO .24 V. (5-38)

Therefore,

K 4.2. (5-39)

SPICE-2 predicts a K value of 6.2 at low frequencies, which implies

sufficient margin.

5.3.2 Frequency Response

The simulated frequency response of both the LO port and signal

port derives under the condition that a static voltage (1 millivolt)

is applied to the signal port. Additionally, a 1 volt AC signal is

connected to the LO port to determine the voltage gain versus frequency

of the LO port. The signal sources are transposed to analyze the signal

port response. Fifty ohm loads are present on both terminals in both

sirn ations. Figures (5.17) and (5.18) show the compuLer results. The

3-dB K-factrr bandwidths are 500 MHz and 600 MHz for signal port and LO

port, rescectively.
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Table (5.6) lists the results of differential input impedance

simulations at both the LO and signal port and the simulated differen-

tial output impedance. Table (5.7) defines the OAT bipolar model

parameters pertinent to all simulations.

5.4 Operational Amplifier

The operational amplifier is depicted in figure (5.19). Transis-

tors Q6 through Q21 comprise the basic gain cell, which appears in

simplified format as figure (4.11). Transistors Q17, Q18, Q13, Q14,

Q9 and QlO correspond respectively to devices 3, 4, 5, 6, 9 and 10 in

figure (4.11). Each of these six transistors is shunted by an identical

transistor to equalize current distribution and hence to preclude

excessive thermal gradients between the inner part of the cell and the

outer cell component. The outer cell is composed of transistors Q20,
Q21, Q6 and Q7, which correspond to devices 1, 2, 7 and 8, respectively

in figure (4.11). Resistors R9 and R1O are load resistances for the

cell whose function mirrors that of Rc in the basic configuration.

Transistor Q22 is the current sink for the inner portion of the

gain cell, while Q3 through Q5 comprise a frequency compensated sink For

the outer cell. Transistor Q22 conducts 1.66 mA, while Q5 conducts
570 ,1A under balanced condition. Since the ratio of these currents

controls the negative resistance of the cell, and hence the gain and

low frequency phase characteristics of the op-amp, external taps are

provided at the emitters of Q4 and Q22 for fine adjustment of bias

current ratio. The adjustment is effected through an appropriate resis-

tor (>20 K)) connected from CUR. COMP. 1 and CUR. COMP. 2 to GND. These

current sources, as well as the currents flowing through Q33 and Q34 are

thermally compensated by the stabilized reference circuit comprised of

Ql and Q2.

Transistor pairs Q23-025 and Q24-Q26 are Darlinqton buffers

driving the differential level shift circuit defined by Q27-029 and

and Q28-Q30. The level shifter establishes a quiescent voltage at
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TABLE (5.6)

SIMULATED CIRCUIT IMPEDANCES FOR MULTIPLIER

LO PORT

Freg (MHz) ZIN(2) VSWR (100o System)

100 2100 - j1400 30:1

500 370 - j830 23:1

1000 170 - j400 12:1

1500 140 - j290 8.0:1

2000 130 - j200 4.9:1

SIGNAL PORT

Freg (MHz) ZIN(Q) VSWR (100Q System)

100 180 - j24 1.8:1

500 120 - j48 1.6:1

1000 100 - j34 1.4:1

1500 90 - j28 1.4:1

2000 88 - j22 1.3:1

OUTPUT PORT

Freg (MHz) ZIN(p) VSWR (100n System)

100 42 + j9.6 2.4:1

500 50 + j43 2.5:1

1000 76 + j82 2.6:1

1500 96 + j1O0 2.7:1

2000 120 + j120 2.9:1
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TABLE (5.7)

OAT TRANSISTOR MACROMODEL PARAMETERS (MULTIPLIER)

TRANSISTOR 2T2L1 7W3

Ri: 80?
R2: 17s

Diode DCB Diode DCS

CJO .6 pf CJO = .6 pf

PB .7 volts PB .7 volts

M = .33 M .5

Transistor

CJC = .08 pf BF = 60

CJE = .32 pf DELAY = 25 ps

RB = 40p TF = 24 ps

RE 2p IK 8 mA

RC = 30p IS = 2 x lO - 1 6 A

VA = 15 volts

TRANSISTOR 2T2L12W3

RI: 16

R2: 34

Diode DCB Diode DCS

CJO = .38 pf CJO = .4 pf

PB = .7 volts PB = .7 volts
= .33 M = .5
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TABLE (5.7)

(CONTINUED)

TRANSISTOR 2T2Ll2W3 (CONT'D)

Transistor Q1

CJC = .039 pf BF = 60

CJE = .16 pf DELAY = 25 ps

RB = 80Q TF = 24 ps

RE 2P IK 8 mA

RC = 60o IS = 2 x 0-1 6 A

VA = 15 volts

TRANSISTOR 2T1L12W3

'1 Rl: 32

R2: 68

Diode DCB Diode DCS

CJO = .25 pf CJO = .3 pf

PB = .7 volts PB = .7 volts

M = .33 M = .5

Transistor Q,

CJC = .02 pf BF = 60

CJE = .08 pf DELAY = 25 ps

RB = 16W, TF = 24 ps

RE = 22 IK = 8mA

RC = 120: IS = 2 x 10-' A

VA = 15 volts
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OUTPUT (4.7 volts) that balances with the common mode voltage at INl-IN2.

Transistor Q31 provides an emitter follower output voltage extracted from

the double-to-single-ended converter defined by 035 and Q36. Transistor

Q32 precludes an excessive imbalance on both sides of the level shifter

and finally, Q37 and Q38 supply a stabilized bias for the emitter

follower output.

Frequency compensation aimed toward ensuring at least 250 phase

margin is implemented by connecting a capacitor between COMP Al and

COMP A2 and also, a capacitor is connected between COMP Bl and COMP B2.

This interconnection gives rise to classical lag-lead compensation.

The capacitors are available for bonding on chip as Cl through C4.

Although 1.2 pF is deemed to be acceptable susceptive compensation,

provisions have been made to incorporate more optimal values through

appropriate series or parallel connection of the four capacitors embedded

on chip.

The use of SPICE-2 leads to the conservative estimate of 77 dB of

open loop gain, with 25°C phase margin and a unity gain frequency of

1.25 GHz. The model parameters are listed below.

BF = 65

IS = 2E-16 AMPS

RB (INTERNAL) = 200 ohms

RB (EXTERNAL) = 30 ohms

RC (INTERNAL) = 70 ohms

RC (EXTERNAL) = 30 ohms

RE = 3 ohms

TF = 25 ps

CJE = 0.1 pF

VA = 15V

PE = O.85V

ME = 0.5

CJC (INTERNAL) = 0.025 pF

CJC (EXTERNAL) = 0.15 pF

5-42



PC = 0.75V

MC = 0.33

IK = 11 mA

Figure (5.20) shows the interconnection diagram for proper op-amp

utilization. Resistor RB should be nominally equal to the Thevenin

source resistance seen by the driven input terminal. The 50 KQ potentio-

meter implements balance between OUTPUT and AC GND, the latter being AC

grounded by the 1 vF capacitor. This capacitor can, however, be omitted,

although high frequency feedthrough problems may be incurred in its

absence. Resistor R is a 20K potentiometer used to adjust for maximum

gain and zero low frequency phase angle between OUTPUT and differential

input signals. Capacitor compensation terminals are not shown since

frequency compensation is effected by means of internal bonding.

5.5 Voltage Controlled Oscillator (VCO)

The VCO design uses one general purpose circuit to span center

frequencies in the range of 100 MHz to 2 GHz. Stable oscillations at

frequencies in excess of 3 GHz are theoretically possible, but detailed

simulations have been Lompleted only at 100 MHz, 1 GHz and 2 GHz. The
actual center frequency is adjusted by a change of component values only.

The input port is terminated externally to the chip by a series varactor-

inductor combination or by a varactor terminated transmission line. The

choice is generally determined by considerations of size, Q, and realiza-

bility. Generally, the varactor terminated transmission line is optimal

above 1 GHz.

5.5.1 Circuit Description

Figures (5.21) through (5.23) depict schematic diagrams for VCO's

designed for 2 GHz, 1 GHz and 100 MHz operation, respectively. Transistor

01 in each diagram, along with its associated passive components, is used

to generate a nonlinear negative resistance present at the input port.

'W'hen the input port is properly terminated, oscillations occur at the
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collector of Ql. The Q3-Q4 differential pair is biased by Ql and Q2.

The differential pair presents a high input impedance to the collector

circuit at Ql and provides isolation to same from the external output

load. Transistor Q5 actively transforms the impedance present at the

collector of Q4 to about 50Q with some inductive reactance at the output.

An external capacitor in series with the chip output serves as a DC

block and cancels the output inductive reactance, thereby providing a

50a match.

5.5.1 Circuit Analysis

According to Kurakawa's theory [22], an oscillator can be thought

of as a nonlinear impedance with a negative real part in series with a

passive linear tuning circuit as depicted in figure (5.24). The oscil-

lation frequency, w, and RF current amplitude, A, are gleaned from a

solution of

7(w) - Z(A) = 0. (5-40)

It is instructive to have at least a qualitative understanding

of how Ql with its peripheral components generates the device impedance

with its negative real part. To this end, a simplified hybrid-pi common

emitter circuit is modeled in figure (5.25) and a negative resistance is

shown to exist at the base.

With an input current of unit magnitude and zero phase, Vin is

numerically equivalent to Z. In order to have a negative real part,in'
it is necessary to show that the phase of V. lies between +900 and

in
+270". Since the conductance due to C is much greater than that due

to r (25 times greater in 2 Gc design), voltage V lags the RF base

current by nearly 901. This voltage creates a larger collector current,

gmV whicn accounts for the majority of the current flowing through the

parallel combination of Re and Ce' Since most of this conductance is

capacitive, Ve has an additional lag of nearly 90', and its total lag

theref o-, approaches 180'. Since the impedance of the parallel Ce and
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Figure (5.24). (a) Symbolic Representation of Negative Resistance
Oscillator.

(b) Tunini Impedance and Active Device Impedance
Loci, Z and 7, as Functions of Frequency and
Current, Res~ectively.
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Re combination is much larger (by a factor of 13 for the 2 GHz design)

than that of the r , C7 combination and since the emitter current flowing

through Ce and Re is greater than the base current flowing through r, and

C., the voltage Ve is much greater than V and nearly equal to Vin'

Therefore, Vin has a phase angle approaching 1800 and Zin has a negative

real part.

By writing Kirchoff's current equations for the circuit in figure

(5.25), the following expressions for Rn can be derived.
in

Rgin R + Ge ) \ (5-41)

7T w2 cC + 9 r + e2l ieB~ T2 C e C 2 C e 2CJJI

provided

G eg << W2 CeC

Ge2 << (WC )2 (5-42)e e

g 2 << (C )2

Equation (5-42) is generally invalid for frequencies substantially lower

than the oscillation frequency. Therefore, in the neighborhood of the

oscillation frequency,

gm

Rin RB wC C (5-43)

Equations (5-41) and (5-43) show that Rin decreases linearly with

gm. The large-signal transconductance, gm(x), is expressible as

g () = gmo [x211(X)/1 o(X)1, (5-44)
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where II and 10 are modified first and zeroth order Bessel functions,
9mo is the small signal transconductance and x is the peak RF voltage

across the base-emitter junction normalized to kT/q = 26 mV [23]. Since

gm(x) monotonically decreases from its small signal value with increasing

base emitter drive level, x, the magnitude of the negative input resis-

tance is a maximum for small signals and monotonically decreases with

increasing drive level. This relationship is commensurate with the

device line characteristic shown in figure (5.24) and it bounds the

steady state amplitude of oscillation A.

Because of large DC emitter degeneration in Ql, Q2 and Q5, the
bias stability of these devices is not a problem. It must be shown,

however, that the Q3-Q4 differential amplifier maintains balanced

operational dynamics. If a factor of two variation in collector bias

current of Q4 is permitted, one can derive bounds on the voltage imbalances

that can be tolerated at the bases of the Q3-Q4 pair. The low frequency

transconductance for the single-ended output differential pair is

GM = 2(Re + rT +R) (5-45)

Substituting the appropriate values into (5-45) for the three designs

leads to explication of tolerable differential voltage imbalances.

These imbalances, which are caused by zener voltage and bias resistor

mismatches in the Q, and Q2 circuitry, are given in Table (5.8).

Table (5.9) lists projected performance specifications for each

of the three VCO units.

5.6 RF Switch

The RF switch fabricated in RFCS-l is a single-pole, four-throw

(SP4T) structure designed to provide 70 dB of isolation between the

unselected inputsand the selected input, as measured at switch output.

A block diagram of the switch is provided in figure (5.26), and cognate
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TABLE (5.8)

TOLERABLE VOLTAGE IMBALANCE IN VCO

100 MHz 1 GHz 2 GHz

Tolerable
Differential 375 mV 128 mV 50 mV
Voltage

Imbalance ________________________
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TABLE (5.9)

VCO PERFORMANCE SPECIFICATIONS (SIMULATED)

A. 2 GHz Design

Pulling Range: 1943 MHz to 2115 MHz, or Af = 8.6%

. Temperature Coefficient: -330 PPM/°C

Dissipation: 200 mW at 12V

Power Output Into 50Q: -12.7 dBm at 27°C

-14.4 dBm at 70'C

-11.9 dBm at 5°C

B. 1 GHz Design

Pulling Range: 969 MHz to 1065 MHz, or Af = 9.6%

Temperature Coefficient: -140 PPM/°C

Dissipation: 200 mW at 12V

Power Output Into 50Q: 5C - 9.7 dBm

25°C - 9.7 dBm

70'C - 11.0 dBm

C. 100 MHz Design

Pulling Range: 97.4 to 106.4 MHz, or Af 9.04%

Temperature Coefficient: -73 PPM/°C

Dissipation: 200 mW at 12V

Power Output Into 50 : -12 dBm at 250C
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circuit diagrams appear in figures (5.27) through (5.30). The projected

performance specifications are tabularized in Table (5.10).

A number of features are included in the RF switch design to

satisfy the stipulated isolation requirement. To avoid coupling through

power supply or ground impedances, all critical circuitry is differential

in nature. The input signal derives from a single-ended termination

and accordingly, the complimentary side of each differential input is

grounded at the ground terminal of the transmission line supplying that

input. Also, since the selected channel is designed to have gain, less

attenuation is required in unselected channels.

Power supplies are +5 volts. The select levels accept TTL levels

between 0 and +5 volts.

With reference to the block diagram and appropriate schematic

diagrams, the selected signal in the ON state is seen to be amplified

by two differential common-emitter/common base cascode stages. The

first stage includes active peaking for broadbanding purposes. The gain

is stabilized by emitter degeneration resistors in the selected channel.

The second common base stage serves to combine all channels, in addition

to enhancing circuit gain. In the OFF state, isolation from input-to-

output is dominantly achieved by virtue of the two common base stages,

which are reverse biased when they are not selected. All inputs and

the output are capacitively coupled.
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F
TABLE (5.10)

RF SWITCH

PERFORMANCE SPECIFICATIONS (SIMULATED)

Supply Voltage: +5V

Power Dissipation: 320 mW

Select Command: TTL compatible (2 bits)

Selected Channel Voltage Gain: 15 dB

Unselected Channel Voltage Attenuation: >55 dB

Channel Bandwidth (3 dB): 600 MHz

Channel Differential Input Impedance: >200s over channel bandwidth

Channel Differential Output Impedance: <lOO over channel bandwidth

RF Input Signal Level: <20 mV peak (differential)

Switching Time: <20 ns

NOTES:

1) Circuit package has 6 VCC, 5 VEE, and 5 ground connections to

minimize crosstalk between channels.

2) IF input signal is single-ended, the complimentary side of each

differential input should be grounded at the ground terminal of

the transmission line supplying that input.

5-61

Y*" . 4 7



6.0 GPS CIRCUIT CHARACTERIZATION

6.1 General Discussion

The challenges associated with the characterization of the GPS

circuits fell into two basic categories: those derived from the diffi-

culties in making meaningful measurements at frequencies above 100 MHz,

and those that stemmed from the uncertainties of LSI circuit production

yield. The usual procedure of screening circuits by wafer probe testing

before detailed characterization was subverted by the lack of proven

high frequency probe testing techniques and by the lack of data relating

easily measurable low frequency parameters with the high frequency
performance of these circuits.

The approach used to obtain the data presented in this report

was to bond random samples of each circuit type in standard 14-lead

flat packaqes and to construct test fixtures so as to facilitate easy

insertion and removal of the packaged circuits without unduly compro-

mising high frequency measurement integrity. This allowed the rapid

screening of test devices at design nominal frequencies. Appropriate

calibration elements (short, open, through, and load) were also bonded

in the 14 lead packages to provide reference data for the evaluation of

fixture performance and to permit the extraction of device performance

data from raw measurements.

The test fixtures were fabricated with the following basic

guidelines.

a. All fixtures were made as small as feasible; most were con-

structed in a 5" x 2" x 3/4" box (MOOPAK 7124-4).

b. All high frequency inputs and outputs were made via SMA

connectors with .086 semi-rigid coax leadinq to the test

socket pads.
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c. The test sockets consisted of modified AUGAT type 8075-IG3

fixtures (package leads clamped to coplanar pads) mounted on

double-sided copper clad boards.

d. All external bias, decoupling, and bypass circuit elements were

placed as close to the test socket pads as possible.

6.2 Test Results

6.2.1 Summary

Samples of the GPS system and four subsystem test circuit chips

taken from four wafers were bonded in 14-lead flat packages. The package

devices of each type were screened at the nominal conditions determined

from system design. Several representative or optimal devices were

then selected for detailed characterization.

The quantities of each device type tested and characterized from

each of the sampled wafers are listed in table (6.1). A summary of the

general performance parameter measurement results for each circuit type

is given in table (6.2).

6.2.2 Analog Multiplier

The test packages for the GPS analog multiplier were configured

as shown in figure (6.1). The packaged devices were characterized using

the circuit shown in figure (6.2), which allowed the three-input multi-

plier to be tested as a two-input multiplier by providing a static bias

to the CODE input. A total of twenty-four devices were screened for

performance at the design nominal conditions and five devices were

then selected for more detailed characterizations.

The analog multiplier gain factor k, defined by the linear

relationship PIF = kPLOPRF' is shown for one representative device

at GPS nominal conditions in figure (6.3). The gain factor for the

At same device as a function of varying RF input frequency, with the

LO input frequency adjusted to yield a constant IF outout frequency
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TABLE (6.1)

GPS TEST SAMPLE SUMMARY

WAFER*

(GPS-I) (GPS-IA)

Circuit 1-6 1-8 2-14 3-19 Total

MULTIPLIER 2 (6) 1 (10) 1 (4) 1 (4) 5 (24)

IF AMPLIFIER 2 (6) --- 2 (4) --- 4 (10)

RF AMPLIFIER 1 (4) --- 2 (6) 2 (8) 5 (18)

LO BUFFER --- -- 2 (4) 2 (4) 4 (8)

SYSTEM --- 0 (2) 1 (6) 1 (6) 2 (14)

*sample from each wafer given as n (m);

where n = number of dice characterized,

and m = number of dice packaged.
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of 143 PlHz, is presented in figure (6.4). This data indicates a low

frequency gain greater than 21 dB with a high frequency double pole

roll-off breaking at about 1100 MHz. Also note that the data were

obtained in two groups with nearly a week between tests; the observed

scatter is thus indicative of the realizable measurement repeatability.

Figure (6.5) shows data for an up-conversion application of the

multiplier, the measured IF output power graphed as a function of LO

input power with RF input power held constant. In addition to data

taken with the normal 50Q IF output loads, data is also given for lOO0

IF output loads (accomplished by increasing the unused output termina-

tion and adding 500 in series with the spectrum analyzer and correcting

the resulting measurements). Note that, for PLO = -30 dBm (and PRF =

-30 dBm), the gain factor is 31 dB for the 50Q loaded case and 38 dB

for the 1002 case.

6.2.3 IF Amplifier

The GPS IF Amplifier chips were packaged for testing as shown in

figure (6.6). Four devices were selected for characterization from a

total sample of ten packaged chips. All tests were made using the

circuit configuration of figure (6.7).

IF Amplifier output power as a function of input power at the

nominal operating frequency of 143 MHz is shown plotted for two devices

in figure (6.8). Both devices exhibit 1 dB gain compression near 0 dBm

output level. The variation of Dower gain at 143 MHz with increasing

manual qain control (MGC) voltage is given in figure (6.9) for the two

devices. Note that the gain of neither sample is affected until the

MGC voltage exceeds 6.5V.

Figure (6.10) and (6.11) present the gain magnitude and phase

for two IF amplifiers as a function of frequency. Although more low

frequency data is necessary to define the flat gain band, a well-defined

double pole roll-off beginning at 60 MHz dominates the plotted data.

The low frequency phase data also shows the effects of 60 MHz double
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Figure (6.7). GPS IF Amplifier Test Circuit.
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pole, but the continued high frequency roll-off suqgests another multiple

nole just above 1 f-Hz. The test fixture calibration data, which was

used to correct the device measurements, are also shown in figures (6.10)

and (6.11).

6.2.4 RF Amplifier

The GPS RF test amplifier chips were packaged for electrical

characterization as shown in figure (6.12). A test fixture was con-

structed to implement the circuit shown in figure (6.13). Eighteen

chips from three wafers were screened for bias supply power dissipation

and for power gain at 1575 MHz. Five samples were then selected for

detailed characterization.

RF amplifier power gain at 1575 FIHz for two sample devices is

shown as a function of AGC voltage in figure (6.14). The gain decrease

is seen to be gradual for AGC levels less than O.6V where a sharp

increase in sensitivity occurs.

The variation of amplifier power gain with frequency is shown

for three sample devices in figure (6.15). (The GPS-l sample was biased

at a lower Vcc voltage to prevent burnout of a sensitive first-stage

resistor, a problem that was corrected in the GPS-lA devices.) The

key features of the RF amplifier gain-frequency curve a e the quadruple-

zero low frequency roll-off, the underdamped double-pole break at

midband, and the sharp high frequency roll-off.

6.2.5 LO Buffer

The GPS LO buffers were packaged for characterization as shown

in figure (6.16) and tested in the circuit piven in figure (6.17).

Four devices were selected For characterization from a total of eiqht

packaged chips.
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A plot of LO Buffer output power as a function of input power at

1432 MHz for two selected devices is given in figure (6.18). The data

indicate close agreement in the performance of the two devices and show

linear operation to the 1 dB compression point at -7 dBm input power.

LO Buffer power gain as a function of frequency is displayed in

figure (6.19) for two devices. The data indicate a broad flat-gain

region with a high frequency double pole roll-off dominating above

600 MHz.

6.2.6 GPS System

The dice containing the complete GPS system electronics were

packaged for preliminary characterization as shown in figure (6.20).

The devices were tested with the circuit shown in figure (6.21). The

package and fixture were designed to test only the down-conversion

circuits of the system chip; to this end, the digital inputs and the

code tracking circuit connections were defaulted in the test package.

A total of fourteen system chips were screened; two of those found

functional were then characterized.

The down-conversion subsystem was treated as a simple analog

multiplier; performance was evaluated in terms of a gain factor

k (= PIF /PLOPRd. However, the noisy and nonlinear behavior of the

system chip made single point data unreliable. Therefore, a minimum

of four combinations of input LO and RF power levels were used at each

frequency to characterize the IF output gain factor.

The GPS system gain factor for one sample device is shown in

figure (6.22) as a function of varying RF input frequency with a

constant IF output frequency of 143 MHz. The data show considerable

scatter at lower frequencies. However, the well-defined min/max

peaking at 1500 MHz suggests that the low frequency scatter may be

due to actual circuit resonance phonomena. Such resonance behavior

might arise From energy coupling internal to the chip between the

down-conversion subsystem and the various code input and tracking

circuits.
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The system residual gain, defined as the difference between

the measured system gain and the linear combination of the gains

measured for each of the constituent circuits, is also displayed in

figure (6.22). It was expected that the monolithic interconnection

of the system elements would be more efficient because of the designed

close impedance matching between circuits. The fact that the residual

gain data average -23.5 dB with no data greater than -10 dB indicates

that either the interelement coupling is remarkably inefficient or

that the individual circuits themselves are markedly different in the

system chip from the separate test chips.

6.3 Conclusions (GPS Circuit Characterization)

Although the test results reported here are preliminary, the

following conclusions can be made.

a. The GPS analog multiplier does not meet the design goal

gain factor requirement (20 dB at PLO = -25 dBm); there

is sufficient gain at lower frequencies but the effective

bandwidth of the device limits available gain at the design

nominal frequency.

b. The GPS IF and RF amplifiers do not meet the design goal

gain requirements (MGC variable -13 dB to 28 dB for the IF,

AGC variable 15 dB to 30 dB for the RF); both amplifiers

have sufficient gain at lower frequencies but are limited

by effective bandwidth at the design nominal frequencies.

c. The GPS LO buffer circuit meets the design goal gain require-

ment.

d. The GPS system chip RF-IF signal path is functional; however,

more testing is required for characterization.
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7.0 CONCLUSIONS

The second year of contractual effort has witnessed substantial

technical maturation with respect to the application of advanced cir-
cuit theory to the problem of accurately predicting integrated circuit

performance in advance of fabrication. Definitive manual analyses,
complemented with extensive and prudent use of computer simulation

tools, have become implicit components of the RFLSI design process.
These analytical efforts have resulted in markedly enhanced understanding

of both parasitic and purposefully induced signal flow patterns within
an integrated circuit and in turn, this understanding has precipitated

an ability to predict actual high frequency circuit performance with

greatly increased accuracy. Errors rarely exceed 15%.

A second technical area that has undergone considerable strengthen-
ing in the past year has been circuit testing and evaluation. RFLSI

circuits presently undergo what might be termed "corroborative" evalua-

tion; that is, circuit performance is never measured by only one method
but rather, it is ascertained by way of two, and often three or four,

independent measurement techniques. This assiduous characterization

procedure, coupled with data analyses whose level of sophistication

closely parallels that of the analyses performed during the initial

circuit design cycle, has often succeeded in properly identifying

parasitic signal flow paths on chip that might otherwise have been
erroneously discounted or completely overlooked. As a result, testing

is no longer viewed as a separate technical discipline but instead,

the lessons learned as a consequence of its ramifications are explicitly

factored into the design cycle.

Finally, the active peaking concept, disclosed in theoretical

terms during the first year of effort, has been successfully implemented

in both the RF and IF amplifiers embedded in RFCS-l. The concept spell,

efficient and even aesthetically satisfying wideband and narrowband

analog RFLSI design, since it all but completely abrogates the necessity
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to incorporate on-chip spiral inductors. Spiral inductors consume

inordinately large chip area and, as confirmed by GPS and GPSlA testing,

they are particularly troublesome because of the parasitic susceptive

coupling they incur to the substrate.

7.1 Present Status

The technical status of contractual endeavors as of 1 October 1979

is briefly overviewed below.

(1) The GPSl and GPS1A test chips have been fully characterized.

Their performance has been found to be poor due to low RF

.1 amplifier gain and the presence of spurious frequencies

within the code tracking loop. The RF amplifier gain is

low due to inappropriate interstage matching incurred as

a result of ostensibly uncontrollable on-chip inductor

parasitics. Code tracking loop oscillations are present

in most GPSIA chips due to an improperly stabilized opera-

tional amplifier.

(2) RFCS-1 is undergoing test and evaluation. Preliminary

results portend excellent RF and IF amplifier performance

which closely tracks with analytical predictions documented

at the conclusion of the circuit design phase.

(3) A Costas Loop demodulator is undergoing design as are stand-

alone operational amplifier and stand-alone analog multiplier
building blocks.

(4) The possibility of configuring a receiver breadboard is

being explored as a means of unequivocably establishing

bipolar RFLSI as a viable technology for processing analog

signals whose frequencies span L-band.
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7.2 Future Work

The primary areas of concern that are to be addressed during

the final contract phase are advanced circuit concepts and realization

of stand-alone RFLSI building block circuits that are suitable for use

in a broad variety of electronic system applications. The advanced

circuit concepts derive in part from the following list of subject

areas.

(1) Improved wideband amplifier performance through optimized

sampled frequency device characterization.

(2) Further exploration of controlled negative resistance gain

cells as a means of achieving an effective multiplication

of device gain-bandwidth product.

(3) Efficient factorization of low distortion and low noise

requirements into RF and IF amplifier design procedures.

(4) Investigation of the realizability of high Q active inductor

circuits and floating active inductors by means of Darlington

synthesis and network gyration.

(5) Improved device and circuit modeling by implementing para-

meter extraction procedures that implicitly incorporate
test data, fundamental processing characteristics, and

circuit layout topology.

(6) Enhancing circuit testability through designs that ensure

minimal voltage standing wave ratio (VSWR) with respect to

a 50 ohm reference impedance.

Operational amplifiers, four-quadrant analog multipliers, RF and

IF active filters, and general-purpose RF and IF amplifiers are prime
initial candidates for implementation as sta,,d-alone building blocks.
The potential success achieved in this implementation task is stronglv
a function of the success experienced in pos~tively addressing the
foregoing six advanced circuit concepts, particularly subject areas one
through four.
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